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ABSTRACT
Searching and organizing growing digital music collec-
tions requires automatic classification of music. Our sys-
tem for artist and genre identification uses support vector
machines to classify songs based on features calculated
over their entire lengths. Since support vector machines
are exemplar-based classifiers, training on and classifying
entire songs instead of short-time features makes intuitive
sense. We model songs as single Gaussians of MFCCs and
use a KL divergence-based kernel to measure the distance
between songs. This system placed first in both the au-
dio genre and artist identification competitions at MIREX
with classification accuracies of 72.45% and 78.81%, re-
spectively.

1 MIREX Submission
All of our features are based on mel-frequency cepstral
coefficients (MFCCs). MFCCs are a short-time spectral
decomposition of an audio signal that conveys the gen-
eral frequency characteristics important to human hearing.
While originally developed to decouple vocal excitation
from vocal tract shape for automatic speech recognition
(Oppenheim, 1969), they have found applications in other
auditory domains including music retrieval (Logan, 2000;
Foote, 1997). At the recommendation of Aucouturier and
Pachet (2004), we used 20-coefficient MFCCs.

Our features are most accurately described as timbral
because they only model music’s spectral characteristics
on timescales of tens of milliseconds. We make the strong
assumption that songs with the same MFCC frames in a
different order are identical. Some authors call this type
of modeling a “bag of frames”, after the “bag of words”
models used in text retrieval, which are based on the idea
that each word is an independent, identically distributed
(IID) sample from a bag containing many words in vary-
ing proportions.

Once we have extracted the MFCCs for a particu-
lar song, we describe that song as the Gaussian distribu-
tion with the maximum likelihood of fitting those MFCC
frames. This Gaussian’s mean and covariance are the pop-
ulation mean and covariance of the MFCC frames, a 20-
dimensional vector and a 20 × 20 matrix, respectively.

To compare two songs, we measure the Kullback
Leibler (KL) divergence between the two songs’ Gaus-
sians, with lower divergence indicating higher similarity.

The KL divergence between two probability distributions,
p(x) and q(x) is defined as

KL(p || q) ≡

∫
p(x) log

p(x)

q(x)
dx. (1)

It should be noted that this is a divergence and not a dis-
tance because KL(p || q) ≥ 0, with KL(p || q) = 0 ⇐⇒
p = q, but KL(p || q) 6= KL(q || p).

SVMs, however, require symmetric measures of
similarity, so the KL divergence cannot be used di-
rectly and must be transformed appropriately. For d-
dimensional Gaussians, p(x) = N (x;µp,Σp) and q(x) =
N (x;µq,Σq), there is a closed form for the symmetrized
KL divergence (Penny, 2001),

2KLs(p || q) = Tr(Σ−1
q Σp + Σ−1

p Σq) − 2d (2)

+ (µp − µq)
T (Σ−1

q + Σ−1
p )(µp − µq).

The symmetrized KL divergence is still a distance
measure, not a similarity measure, i.e. the distance matrix
is not positive semidefinite. We must convert distances
to similarities in order to satisfy the Mercer conditions,
which we accomplish by exponentiating the elements of
this matrix. The final gram matrix has elements

K(Xi, Xj) = e−γKLs(Xi ||Xj), (3)

where γ is a positive constant that can be tuned to max-
imize classification accuracy. For this submission, γ =
0.068 was used, as it was found to yield the highest artist
classification accuracy on a validation set of 100 songs
taken from the uspop2002 dataset.

Since the problems of artist and genre classification
assign every song to exactly one class, we perform mul-
ticlass learning and classification with a DAGSVM (Platt
et al., 2000). While n-class learning with a DAGSVM re-
quires O(n2) binary SVMs like other multiclass SVM ap-
proaches, training and classification take only O(n) time.

2 Comparison to Other Submissions
Logan’s submission uses features most similar to those
used in our system. She uses probabilistic models of
MFCCs over the entire length of each song, specifically
Gaussian mixture models, and then compares songs to one
another using the earth mover’s distance approximation to



Table 1: Classification accuracy for MIREX ’05 compe-
titions. Score for magnatune genre is after partial credit
assignment for confusion with similar genres.

Dataset Raw Normalized
Artist magnatune 76.60% 76.62%
Artist uspop2002 68.30% 67.96%
Artist overall 72.45% 72.29%
Genre magnatune 71.96% 69.63%
Genre uspop2002 85.65% 76.91%
Genre overall 78.81% 73.27%

KL divergence. The use of song-level features and a KL
divergence distance measure between probability distribu-
tions is very similar to our approach. Unlike our system,
however, she uses a simple nearest neighbor classifier.

West and Li’s submission uses a classifier most simi-
lar to our system’s. While it is unclear from their proposal
what sort of multiclass SVM they use for classification,
the idea of wrapping an SVM around a kernel designed
for music is quite similar to ours. Whereas we chose a
probabilistic model-based kernel, they chose one more re-
lated to document retrieval.

Three other systems also use SVMs for classification,
mostly on audio chunks a few seconds long. Their gen-
eral paradigm is to extract some audio features and then,
presumably, use a standard radial basis function kernel to
compare feature vectors.

3 Results

This system was ranked first in the artist classification task
and second in the genre classification task, with accura-
cies of 72.45% and 78.81%, respectively. See Table 1
for a breakdown of those scores by test database, con-
test, and scoring metric. The two databases both contain
around 1500 songs, uspop2002 consists of mostly well-
known rock and pop artists, magnatune includes indepen-
dent artists in a wider variety of genres and styles. The
two metrics, raw and normalized, differ in how they com-
bine scores from different categories. Raw accuracy sim-
ply divides the number of songs correctly identified by the
total number of songs. Normalized accuracy is the mean
of each category’s accuracy.

3.1 Running time

The running time of this algorithm is approximately linear
in the number of songs, as computations are dominated
by the feature extraction step. KL divergence calculations
are relatively inexpensive, but involve matrix inversions
and multiplications that can add up when multiplied by the
million or so pairs of songs to be compared. Using a DAG-
SVM requires time only linear in the number of classes,
although space requirements are quadratic. A contest ma-
chine (a 3GHz Pentium 4) took approximately 5 seconds
per song, for a total running time of around 2.5 hours per
database per competition.
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