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Abstract

We present details of our submissions to the Audio
Tempo Extraction and Audio Beat Tracking contests
within MIREX 2006. The approach we adopt makes
use of our existing beat tracking technique with a mod-
ified tempo extraction stage, and with the provision of
three different onset detection functions to act as input.
For each onset detection function we extract potential
beat locations and then employ a confidence measure
to find the most appropriate input representation for a
given audio signal. The beats which yield the highest
confidence are extracted as the output of the system.
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1. Approach

In this paper we address two aspects of computational
rhythmic analysis: i) finding the underlying tempo of
a piece of music; and ii) the related topic of extract-
ing beat locations. The output of each algorithm has
been compared against the performance of other sub-
mitted algorithms with the MIREX 2006 Audio Tempo
Extraction [1] and Audio Beat Tracking [2] contests.
A detailed description of the operation of our beat track-
ing system which incorporates both the extraction of
tempo and beat locations may be found in [3]. There-
fore within this extended abstract, we merely provide
an overview of the operation of each algorithm, in par-
ticular addressing those aspects which differ from our
previous approach.
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1.1. Beat Tracking System

The beat tracking system [3] upon which both MIREX
submissions are based can be broken down into four
discrete stages:

• The transformation of the input audio signal into
an onset detection function (DF).

• The extraction of the beat period by passing the
autocorrelation function (ACF) of the DF through
a shift-invariant comb filterbank.

• The extraction of the phase of the beats by cross-
correlating the DF with an impulse train with im-
pulses at beat period intervals.

• The use of a two-state switching model to track
tempo changes and enforce contextual continu-
ity within constant tempo regions.

1.2. Tempo Estimation

The Audio Tempo Extraction contest requires the iden-
tification of two perceptual tempi consistent with the
performance of multiple human annotators and a salience
value describing the strength of the primary metrical
level over the secondary level. Within our submission
to the MIREX 2005 Audio Tempo Extraction contest
(for which the test data and annotations were identical)
we extracted the single tempo which most strongly res-
onated with the periodicities within the input ACF, and
inferred the secondary tempo and salience using a sim-
ple rule-based approach.
To provide a more robust method, we now apply a peak
picking algorithm to the comb filterbank output func-
tion. Given a range of possible beat periods with cor-
responding peak heights, we find thelog2 ratio of all
combinations of peak heights, normalising and scaling
the results such that a perfect 2:1 ratio will have a min-
imum absolute score,s1 of zero,



Figure 1. Overview of beat tracking system

s1(i, j) = |(1 − | log2(
P (i)

P (j)
)|)| (1)

whereP (i) andP (j) are the respective periodicities
for peaksi and j. To eachs1(i, j) we then add the
weighted reciprocal of the sum of the peak heightsA(i)
andA(j) to give a second score,s2

s2(i, j) = s2(i, j) +
δ

A(i) + A(j)
(2)

whereδ is empirically set to 0.01. We then extract the
pair of periodicitiesP (i) andP (j) with the lowests2

as those which represent the perceptual tempi of the in-
put, taking the periodicity with the higher peak height
as the primary metrical level and the lower as the sec-
ondary level. The normalised ratio of peak heights then
provides the salience,

salience =
A(i)

A(i) + A(j)
(3)

where in this exampleA(i) > A(j).

1.3. Beat Tracking with an adaptive input
The task of beat tracking can be considered analogous
to the human ability of foot-tapping in time to music.

While seemingly intuitive for humans, beat tracking
remains a complex task in computational rhythmic un-
derstanding. A particular failure of many approaches
(for a review see [3]) is the inability to maintain equiv-
alent performance across a wide range of musical gen-
res.
Preliminary experiments in [4] demonstrated that the
overall beat tracking performance of our system could
be significantly improved by knowing a priori which
of several possible onset detection function to use as
input, while leaving all other aspects constant. We
now extend this concept by attempting to automatically
identify the onset detection function most suited to the
input signal. The approach we adopt first involves the
calculation of three related onset detection functions:
i) complex spectral difference; ii) phase deviation; and
iii) spectral difference [5].
We then calculate the beat locations for each detection
function and then a useconfidencemeasure to select
which beats are to be taken as the output to the system.
The confidence measure is related to the beat tracking
evaluation function [2], which we calculate by cross-
correlating an impulse train representing the predicted
beat locations with each detection function, selecting
the beats arising from the strongest correlation as the
output. An overview of our approach is shown in fig. 1

2. Results

The results for the Audio Tempo Extraction contest are
shown in Table 1 and the results for the Audio Beat
Tracking Contest are in Table 2. For each table the
overall P-scoreis taken to represent the performance.
Further details of the competing algorithms may be
found on the respective MIREX web-pages, for Tempo
Extraction [1] and for Beat Tracking [2].

Contestant P-score

Dixon 0.407
Ellis 0.401

Klapuri 0.395
Davies 0.394
Brossier 0.391

Table 2. Results table for Audio Beat Tracking

Results indicate that for Tempo Extraction our approach
placed 2nd out of 7 entries and was 4th out of 5 entries
for Beat Tracking.



Contestant At least 1 tempo correct Both tempi correct P-score

Klapuri 94.29% 61.43% 0.806
Davies 92.86% 45.71% 0.776

Alonso 2 89.29% 43.57% 0.724
Alonso 1 85.71% 45.71% 0.693

Ellis 79.29% 42.86% 0.673
Antonopoulos 84.29% 47.86% 0.669

Brossier 78.57% 50.71% 0.628

Table 1. Results table for Audio Tempo Extraction
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