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Abstract
This paper describes the submissions to the MIREX 2006
Query by Singing/Humming task delivered by Fraunhofer
IDMT. The approach presented here is based on extract-
ing the pitch out of monophonic singing (or humming), and
hereafter segmenting and quantising it into a melody com-
posed of discrete notes. Finally this melody is compared to
a database of indexed melodies, using an error tolerant sim-
ilarity search. Two algorithms have been submitted that dif-
fer in the melody extraction method, roughly characterised
by the trade-off between accuracy of transcription (and there-
fore recall) and computing time needed. A third version ac-
cepting queries in midi format has also been submitted.
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1. Introduction
The term Query by Singing/Humming usually describes the
retrieval of a musical piece containing a certain melodic
theme by singing or humming the same. Several tasks are
to be solved to tackle this problem: The corpus of melodies
in which the query will be searched has to be acquired, the
singing input has to be processed into a format that can be
handled by the search algorithm, and melodies similar to the
query input have to be spotted in the melody database. The
last step requires a high grade of discrimination whilst be-
ing tolerant against either input errors or errors propagating
from previous processing steps. As this results in many pa-
rameters to be defined in a QBSH evaluation, assessing and
comparing such systems can be a tedious problem.

By presenting a data corpus in a defined format, and set-
ting up two retrieval tasks, the MIREX 2006 QBSH task
presents a frame work allowing comparison of different sys-
tems

2. Implementation Overview
The submission consists of an indexing tool (a), and three
different query tools (b), (c), and (d). The query tools all
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use the same melody search algorithm and the same melody
database, but feature different mechanisms to acquire the
melody information to search for. The database is read from
the file created by (a) and stored in the memory. The tools
are able to read the query input as wav, aiff, mp3 or MIDI
files from a given directory, match them against the database
and output a list of the most similar melodies for each query
file.

All algorithms are implemented in C++ and available for
Windows and Linux. Approximate run times1 are shown in
table 1.

3. Indexing
For indexing, monophonic MIDI files are used. They are
read by the indexer (a) and transformed into a database file
that can be accessed by the query tools. This comprises
just a transformation of the midi files into suitable format.
Modification that may happen to the data are the elimina-
tion of polyphony, if overlapping notes lead to MIDI files
that are slightly polyphonic. The behaviour for massively
polyphonic midi files is not defined.

4. Query
The general approach to querying by audio files is extracting
the melody from the audio itself. In this case, discrete note
representation of the melody are extracted, as can for exam-
ple be found in MIDI files. Two different algorithms to ex-
tract melodies are submitted separately. The third submitted
algorithm reads in pre-extracted melodies from monophonic
MIDI files.

In a subsequent step, the extracted melodies are com-
pared to the melodies in the indexed database. The look-up

1 All run times are measured on a 3GHz Intel Pentium IV system.

Table 1. Run times for the different algorithms. N denotes
number of indexed songs,l the length of the query

Algorithm Run Time Scaling
Indexing 1-2s/1000 songs O(N)
DB Look Up 2s/1000 songs O(lN)
Extraction Warp about15 Realtime O(l)
Extraction Ear about1.5− 2 Realtime O(l)



Table 2. Overview of the results of QBSH task. See text for explanation, entries discussed here in bold.
AU1 AU2 ear midi warp FH NM RJ RL RT1 RT2 XW1 XW2

Task 1 0.205 0.288 0.568 0.283 0.348 0.218 0.688 0.883 0.800 0.196 0.390 0.926 0.900
Task 2 0.163 0.238 0.587 0.649 0.415 0.309 0.722 0.926 n.e. 0.468 0.401 n.e. n.e.

part is exactly the same for all query by singing/humming
variants presented here.

4.1. Melody Extraction using a Physiological Ear Model
The first algorithm uses a physiological ear model to achieve
a transcription that is as close to human hearing as possible.
This yields a very precise melody transcription of mono-
phonic audio, and therefore the best accuracy in querying
that is achievable, but due to its high complexity, computing
time exceeds real time.

The algorithm used here is based on the implementation
of Heinz [1, 2] and has undergone minor modifications for
bug fixes and stability improvement.

4.2. Melody Extraction using a Warped FFT
A second, much faster algorithm uses a warped FFT [3] to
transform the time signal into a spectrogram with sufficient
temporal resolution and sub half-note bin width throughout
the spectrum. With an algorithm inspired by PreFest [4, 5],
a salient pitch line is extracted from the spectrogram. In a
melody segmentation process that has been developed based
on the works of Heinz [2], a sequence of temporally discrete
note objects is derived from the pitch line in conjunction
with further spectral information. These note objects are
then quantised to a discrete 12-tone note grid, resulting in a
sequence of discrete musical notes.

4.3. Melody Similarity Search
The look-up is carried out as string alignment process [6],
which has been adapted for melody search [7] on discrete
note representations of the melodies. As basic search al-
phabet, the relative change of a melody over time, i.e. not
notes, but descriptions of note transitions are used, repre-
sented by the note intervals and ratio of inter-onset intervals.
This makes the search algorithm independent from absolute
tempo and pitch.

As further investigations have shown, human individuals
tend to render melodies in about the correct tempo, so the
absolute note length has been added to the evaluation criteria
of the melody search [8].

The alignment is carried out as a semi-local alignment,
meaning that the whole query string must match any part of
the reference string, and returns a value that increases with
the similarity of the query to the reference.

In a post processing step, the contours of theM best
matching melodies are compared to the contour of the query,
and a correction of the alignment values is carried out. In the
current implementation,M = 50 is used.

As the resulting alignment values depend on the size of
the query string (the longer the string, the greater the max-
imum possible value), the values have to be normalised to
allow an assessment of the alignment quality.

5. Results and Discussion
The data used consists of about 2000 MIDI noise files, 48
ground truth MIDI files and 2797 renditions of these 48
melodies as wave2 , pitch vector and MIDI files. Task 1 uses
the noise files and the ground truth files as database and the
vocal renditions as queries and measures reciprocal rank of
the matching ground truth file. Task 2 uses the noise files,
the ground truth files and the renditions as database and the
renditions as query and measures the recall rate of versions
of the query song among the top 10 results.

An overview3 of the results of the QBSH tasks can be
found in table 2.

As could be expected, the physiological ear model out-
performed the warped FFT extraction in both tasks, while
both are no match for some of the best algorithms. The
warped FFT extraction algorithm is also known for having
some problems with distorted files, and may have had some
problems with the 8-bit quantisation of the query files.

Surprisingly, the version using midi files performed very
weak in task 1, which may be explained by the mediocre
quality of the query midis, which where generated automat-
ically from pitch vector files4 . This assumption is also sup-
ported by the increase of performance in task 2 – possibly
the query MIDI files were more similar to each other than to
the respective ground truth files.

One main problem of the described algorithms is prob-
ably the similarity search engine that has only been devel-
oped and optimised until 2004. Recent developments on
other features and more elaborate search strategies proved
to be more successful on this task.

6. Conclusive Remarks
The algorithms solely depending on note-quantised melodies
are clearly outperformed by algorithms using multiple stage
search algorithms and/or pitch vectors to represent singing
queries. This allows at least the assumption that pitch vec-
tors are a better representation for sung inputs than quan-

2 8kHz, 8bit, mono
3 See http://www.music-ir.org/mirex2006/index.php/QBSH:Query-by-

Singing/HummingResults for full results and information on participants
4 See QBSH discussion page on http://www.music-ir.org/mirex2006 for

details



tised melodies. This may prove to be an important result for
further development on QBSH systems.
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