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ABSTRACT

We propose an algorithm for the multipleF0 estimation
and tracking task of the Third Music Information Retrieval
Evaluation eXchange (MIREX 2007). It has been devel-
opped for automatic transcription of piano music, based
on a maximum likelihood approach for joint estimation of
multipleF0’s. The whole algorithm performs a segmenta-
tion of the signal by detecting onsets. In each segment, a
set of candidates is then setected, followed by the multiple
F0 estimation. The robustness of the multipitch detection
is further enhanced by embedding the maximum likeli-
hood estimation into a Hidden Markov Model framework.

1 SYSTEM DESCRIPTION

The algorithm is composed of five successive stages, which
are illustrated in figure 1. Firstly, the signal is segmented
with respect to the onset estimates obtained by the algo-
rithm by Alonso [1]. Each of these variable-length seg-
ments is then splitted into overlapping frames of constant
length.

Secondly, for each segment, we select a presumably
oversized set ofF0 candidates by analyzing the first frames
and selecting the largest peaks of the function defined by:

S (f0) =
1

H(f0)
ln

H(f0)
∏

h=1

|X (fh)|
2 (1)

whereH(f0) is an average number of overtones for fun-
damental frequencyf0, X (f) is a whitened version of
the Discrete Fourier Transform (DFT) of the current frame
andfh is the frequency of the overtone with orderh de-
fined byfh = hf0

√

1 + β (h2 − 1), β being the so-called
inharmonicity coefficient of the piano tone [2].

Thirdly, for each framet and for each combination
C of notes among the selected candidates, the likelihood
LXt

(C) of the observed spectrumXt is derived accord-
ing to the method described in [3]. It consists in using
an autoregressive envelope model for spectral coefficients
associated to notes and a moving-average model for the
remaining coefficients, related to noise. Once the model
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Figure 1. System overview

parameters have been estimated, either for the note or for
the noise models, they are used to inverse-filter the ob-
servations. The likelihood is then derived as the spectral
flatness of the resulting data.

Fourthly, the likelihood estimation scheme is mapped
into a hidden-variable Markovian modelization: we cre-
ate one Hidden Markov Model [4] per segment, the hid-
den variables being the chords (i.e. the combinations of
simultaneous notes), the observations being the DFT of
the frames, the likelihood of the observationsXt in a state
C beingLXt

(C). We use a uniform law for initial proba-
bilities of chords composed ofF0 candidates. Only tran-
sitions to a subset of the current chord are allowed (i.e.
notes are allowed to continue or die but not to begin in
non-initial states). The viterbi algorithm is applied to ex-
tract the most likely state sequence,i.e. to track to the
most likely chord.
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Fifthly, detected pitches (rounded to the closest semi-
tone) in consecutive frames and segments are merged to
create notes. Two output files are written, the first one
reporting the active pitches every10 ms, the second one
containing onset, offset and pitches of notes.

Parameters of the system are set as follows:

• Sample frequency:22050 Hz

• Frame length:93 ms

• Overlap between frames:50%

• Number ofF0 candidates:9

• Maximum polyphony:5

2 RESULTS

Results are reported in two ways: in a frame-by-frame
basis (task one) and in a note basis (task two). As our
system has been designed for piano music, we will focus
on results of tests on piano pieces, which have been used
in task two only.

According to the F-measure criterium, which gives a
synthetic overview of true positives, false positives and
false negatives, our system reaches the eighth rank (out
of eleven) for Piano Results based on Onset Only and the
seventh rank (out of eleven) for Piano Results based on
Onset-Offset. The system suffers from a low recall rate,
which has been identified by the authors as coming from
low-pitched notes. The fifth rank is reached with respect
to the averaged overlap ratio for Piano Results based on
Onset Only.

3 CONCLUSIONS

A new approach for automatic transcription of piano mu-
sic has been proposed for MIREX 2007 Multiple Funda-
mental Frequency Estimation and Tracking task. The sys-
tem is based on a recent spectral approach for joint-F0 es-
timation. Evaluation results on piano music pieces show
the low recall rate trend of the system, which is ranked at
the 7th or 8th position out of the 11 competing systems on
piano music tests.
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