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ABSTRACT

This extended abstract details a submission to the Music
Information Retrieval Evaluation eXchange (MIREX) 2008
for the training and classification tasks audio music mood,
audio genre, audio artist and audio tag. The same system has
been submitted for the various tasks without any adaptations
to the specific problems. The system named ircamclassifi-
cation is a generic system which performs batch feature ex-
traction, models training (using various classifiers) and file
indexing (or file segmentation) into classes. The features ex-
tracted are generic in order to be applicable to many differ-
ent audio and music indexing problems. The features are not
specific to the above mentioned MIREX08 tasks. The goal
of this submission is to test the applicability of a generic
classification system to those tasks.

1 SYSTEM DESCRIPTION

ircamclassification is an extension of a system initially de-
veloped for instrument-samples indexing described in [3]
using the features described in [4]. Only the subset of fea-
tures applicable to polyphonic audio signals (music) has been
used here. In [5] the system has been extended for speech/music
segmentation. It is this system that has been used for MIREX08
tasks. We briefly review it in the following.

2 FEATURE EXTRACTION

In the present submission, only three sets of audio features
are extracted from the signal.

MFCC: The first set aims at describing the shape of the
spectrum at each time. Mel Frequency Cepstral Coef-
ficients (40 Mel bands, 13 coefficients including DC
component) are extracted every 20ms using a Black-
man window of length 40ms.

SFM/ SCM: MFCCs only describes the shape of the spec-
trum whatever the content of the signal is noise or si-
nusoidal (harmonic) components. In order to describe
this noise/ sinusoidal content, we also compute height
Spectral Flatness [2] and Spectral Crest Measure co-
efficients. This is done using the same analysis pa-
rameters.

Chroma/ PCP: The third set of features gives rough infor-
mation about the meaning of the harmonic content of
the signal. For this, twelve Chroma [6]/ Pitch Class
Profiles (PCP) [1] coefficients are computed using a
Blackman window of length 100ms synchronized in
time with the two other feature sets.

Delta and acceleration coefficients of the above mentioned
features are also computed.

Finally, a simple temporal modelling (mean and standard
deviation) of each feature is performed using a sliding win-
dow of length 500ms and a hop size of 250ms.

3 MODELS TRAINING

Training of the class-models is performed using the follow-
ing steps:

Feature processing: Features are first normalized and out-
liers are removed (based on IQR).

Feature selection: The Inertia Ratio Maximization with Fea-
ture Space Projection (IRMFSP) algorithm [3] is used
to select independently the best 40 features (indepen-
dently means that we don’t take into account the set
the features belong to).

Feature space transform: Linear Discriminant Analysis is
then applied to the reduced feature space.

Class modelling

Class modelling is done in two stages

First stage: frame-statistical-model We first model the be-
longing of each frame to each class using a simple
Gaussian Mixture Models (8 Gaussians, full matrix).
For this we use all the feature vectors f(t) for all
the time t ∈ Jk where Jk is the set of tracks la-
belled as belonging to class k. We call this model a
frame-statistical model: it gives the probability to ob-
serve class k given the feature vector at time t: p(t ∈
ck|f(t)). As explained in [5], the labels are assigned
to the tracks (a collection of frames) and not indepen-
dently to the frames. A track of a given class may
in fact include frames from another class: a track la-
belled as rock may contain frames belonging to the



blues class. It is the succession of the frame-belongings
that makes the track being rock. We model this in the
second stage of the classifier.

Second stage: track-statistical-model In the second stage
we model the probability that the whole track belong
to a class given the set of probability-vectors of its
frame: p(J ∈ ck|p(tJ ∈ c), where J is a track, tJ
is the set of frames belonging to track J and p(t ∈
c) is the probability-vector coming from the frame-
statistical model. For this, the whole training set is
first classified using the frame-statistical-model. For
each track belonging to class ck we then study the be-
longing of its frames over time. This allows creating
a track-statistical model.

4 CLASSIFICATION

The classification of an unknown track is also performed in
two stages:

• first at the frame level using p(t ∈ ck|f(t)),

• then at the track level using p(J ∈ ck|p(tJ ∈ c).

The training and classification process is represented in
Figure 1.

5 RESULTS

The same system was submitted for all the tasks (named
GP1 in the following). The system was initially only sub-
mitted for the Mood and Genre tasks. The IMIRSEL team
asked us for the authorization to also run the system on the
Artist and Tag tasks which we accepted. However, since the
system was not supposed to deal with unbalanced sets or
large amount of classes, some bugs appeared while running
the system. We then provided a simplified version of the
system based on a simple Gaussian modelling of the classes
(named GP2 in the following) instead of a GMM modelling
(GP1).

Since the system relies on automatic feature selection
(IRMFSP algorithm) it is difficult to comment on the impact
of the use of our specific features on the obtained results; we
simply don’t know which features the system has chosen!

5.1 Audio Music Mood Classification

The system submitted by Ircam (GP1) ranked first for the
Audio Music Mood task (see Table 1).

5.2 Audio Mixed and Latino Genre Classification

The system submitted by Ircam ranked 5th (team ranking)
for the Mixed Genre task and 2nd (team ranking) for the
Latino Genre task (see Table 2).

Table 1. Audio Music Mood Classification Results

Figure 2. Audio Mixed and Latino Genre Classification Re-
sults

Table 2. Audio Artist and Classical Composer Identification
Results

5.3 Audio Artist and Classical Composer Identification

The system submitted by Ircam ranked 2nd (team ranking)
for the Audio Classical Composer Identification task and
last for the Audio Artist Identification task (see Table 2).

One of the main characteristics of the Audio Artist Iden-
tification task is to have a large number of classes (105) to be
trained with a small number of training examples (20 seg-
ments of 30s length for each class). Our system is a two-
stage classifier. The inputs of the second stage are the vec-
tors of probability that each frame belongs to each class. It
uses this set of probability vectors to learn a track-statistical-
model. The dimension of the feature space used in the sec-
ond stage is therefore equal to the number of classes. In the
present case it is a 105-dimensional space which has to be
trained with only 20 segments of 30s which is very few. We
believe this is the cause for the very low recognition rate
obtained (1.11%).



Figure 1. Flowchart of the two stages training and classification system

5.4 Audio Tag Classification

Table 3. Audio Tag Classification Results

The system submitted by Ircam ranked last with an F-
measure around 3% (see Table 3).

One of the main characteristics of the Audio Tag Classi-
fication task is to use a set of binary classifiers, each trained
using a set of Positive/ Negative examples of the tag. For
a specific binary classifier, this set of examples can be very
unbalanced (for some cases up to 1% Positive/ 99% Neg-
ative examples). This is problematic since the feature se-
lection algorithm used in ircamclassification (IRMFSP), as
well as the Linear Discriminant Analysis (LDA) are sensi-
tive to the distribution of the training set. Because of this
unbalancing, ircamclassification has mainly predicted Neg-
ative tags (Average Tag Positive Example Accuracy is 4%
while the Average Negative Example Accuracy is 98%). We
believe this unbalancing is the cause for the very low results
obtained (3%).
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