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ABSTRACT

We present one of our submission to MIREX 2008 audio tag
classification contest. The algorithm uses euclidean distance
between features in order to tag new examples.

1 INTRODUCTION

We shortly describe our submission to MIREX 2008 audio
tag classification contest [4] based on euclidean distance. In
this paper we go over the features we use, the classification
algorithm, and how do we create the output files. Finally,
we briefly discuss why we would submit such a simple al-
gorithm to MIREX.

2 ALGORITHM

2.1 Audio Features

We compute aggregate features [1] over 3s segments. Fea-
tures consist of a constant-Q spectrogram, an autocorrela-
tion vector, MFCC and its first and second derivatives (delta-
MFFC and delta-delta-MFCC). The size of an example (fea-
tures from one segment) is 466.

2.2 Euclidean distance

We consider the distance between 2 song segments to be the
euclidean distance between the features of those 2 songs.
The affinity between a segment and a tag is the ratio:

. distance to closest negative example
ratio = — - (D
distance to closest positive example

Positive and negative examples always refer to a particular
tag. We looked at the KNN code in the Monte Python pack-
age! in order to have a time-efficient algorithm.

2.3 Output

We output a continous value for each (song, tag) pair that
represents affinity between that song and that tag, see equa-
tion 1. We also output a binary decision for every (song, tag)
pair. We find a threshold for each tag on values output on a

lhttp://montepython.sourceforge.net/

validation set (approximately 15% of the training examples)

by minimising F'1 — score? .

3 DISCUSSION

This method is not intended to become the state-of-the-art,
previously pusblished algorithms [2, 5] have probably more
potential. But as it is the first year of this contest at MIREX,
we felt it was important to compare a wide variety of algo-
rithms.

Furthermore, on our home-made testing framework in-
spired by the one in the contest, this NN-like approach per-
forms comparatively as well as other methods. We believe
that this is partly due to the small size of the dataset (approx-
imately 2500 songs by 500 artists) and the inherent producer
effect. In a similar experiment, Mandel and Ellis [3] could
not see any significant learning on such a small dataset.
Thus, we feel confident that this algorithm will provide a
reasonable benchmark for comparison.
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