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ABSTRACT

We present one of our submission to MIREX 2008 audio
tag classification contest. The algorithm uses a two hidden
layers neural network.

1 INTRODUCTION

We shortly describe our submission to MIREX 2008 audio
tag classification contest based on a neural network

2 ALGORITHM

2.1 Audio Features

We compute aggregate features [3] over 5s segments. Fea-
tures consist of a constant-Q spectrogram, an autocorrela-
tion vector, MFCC and its first and second derivatives (delta-
MFFC and delta-delta-MFCC). The size of an example (fea-
tures from one segment) is 466.

2.2 Autoencoders

We train each layer of our neural network as an autoen-
codeur, e.g. we minimize the negative log-likelihood be-
tween an example and its reconstruction through a one layer
neural network. The representation in the hidden layer can
be used as the input of a second autoencoder (see [2]). Au-
toencoders were trained on our personal collection of ap-
prox. 120K songs. Noise was added to the inputs as in [4].

2.3 Neural Network

We stack 2 autoencoders to form a 2-hidden layers neural
network. It is fine-tuned by gradient descent on the contest
data. To this data, we also import some of our data: features
of 4000 songs by 500 artists from our personal collection,
and a subset of Last.fim (www . last fm.com) that were ap-
plied to them [1]. The neural network is trained to predict
both tag distributions by minmizing the log-likelihood be-
tween the output of the model and the target distribution. We
hope this multitasking helps the learning, as well as having
more data to train on.

2.4 Architecture Selection

We train different neural netwroks, varying the learning rate
and proportion of contest data versus our personal data in
each iteration. We keep the model that has lowest error on
a validation set. One thresholds per tag is found on this
validation set by minimizing F' — score ! . Then, we retrain
with the same parameters a network on the whole training
set.

2.5 Output

The output of the network is a vector of continuous values
between 0 and 1, the size of the vector is the number of tags
(in the contest), plus the number of tags from Last.fim during
training.

3 DISCUSSION

The idea between this submission is to experiment with mul-
titasking and transfer learning (learning on one dataset im-
proves learning on other datasets). However, time constraints
are a problem, as some deep neural networks are trained for
weeks before achieving their best performance.
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