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ABSTRACT

We present our submission to MIREX 2008 audio tag classi-
fication contest. Our algorithm is based on Smurf biological
data, e.g. even if there exists 100 Smurfs, you always see
the same ones. We designed an algorithm inspired by that
pattern, and show that it is time-efficient compared to other
approaches. Furthermore, as it is well understood, it can
help validate the evaluation framework of the contest.

1 INTRODUCTION

Automatic tagging of music has received quite a lot of at-
tention lately, and MIREX 2008 audio tag contest is one of
the first rigorous comparison of algorithms made for that
task. Many of the published algorithms used what is usually
known as audio features [1, 2, 4, 5, 6], see Gold and Morgan
[3] for an introduction on that matter.

However, few models rely exclusively on popularity. We
present such a model, inspired by a Smurf truth: “you al-
ways see the same ones!” 1 . We therefore tag new songs
based on the popularity of the tags.

2 ALGORITHM

We present our algorithm, especially what it does not con-
tain (Subsection 2.1).

2.1 Audio Features

None required.

2.2 Popularity Algorithm and Output

The affinity between a song and a tag is always the fre-
quency of this tag in the training set. The binary output
consist of the k most popular tags for every song. k is cho-
sen to set the f − score accross the tags close to 0.5.

1 http://en.wikipedia.org/wiki/Minor characters
in The Smurfs

3 EXPERIMENTS ON TIME PERFORMANCE

From a subjective point of view, it’s fast! The authors did
not have the time to go grab a coffee from the machine lo-
cated 2 floors below them. Unfortunately, we did not exper-
iment with other sorts of automatic vendor machines.

4 DISCUSSION

Preliminary experiments show that the model offers a really
good accuracy compared to other methods. Fortunately, ac-
curacy is not that great (see E. Law on the subject [4]), and
the Smurf approach did poorly on the F − score. However,
it will give an interesting benchmark for the different mod-
els, and the authors will not say anything bad before they
make sure they get better results in the contest with other
algorithms.
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