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ABSTRACT

This extended abstract presents a submission to the Music
Information Retrieval Evaluation eXchange (MIREX) in
the Multiple Fundamental Frequency Estimation & Track-
ing task. This submission is mainly based on our previous
work on Nonnegative Matrix factorization (NMF) applied
to music transcription. It relies on the harmonicity mod-
el we used in our previous participation in MIREX [1] and
more recent improvements, including a statistical approach
to a temporal continuity constraint and efficient multiplica-
tive update rules.

1. INTRODUCTION

Out of any applicative context, the NMF problem is ex-
pressed as follows: given a matrix

�
of dimensions �����

with non-negative entries, NMF is the problem of finding
a factorization

��
, �	��
 � , where � and � are non-

negative matrices of dimensions ����
 and 
���� , respec-
tively. 
 is usually chosen such that ��
���
�������� ,
hence reducing the data dimension. In typical audio ap-
plications, the matrix

�
is often the magnitude or power

spectrogram, � denoting the frequency bin and � the time
frame. This factorization is obtained by minimizing a cost
function. Multiplicative update rules realizing this min-
imization may follow a simple heuristics, which can be
seen as a gradient descent algorithm with an appropriate
choice of the descent step. They are obtained by express-
ing the partial derivatives of the cost function ��� as the
difference of two positive terms ����� and � �!� :
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NMF has shown to be a way to perform polyphonic
pitch transcription with efficiency and few prior knowledge
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on the signal [2]. However, this lack of constraints may
result in ambiguous (e.g. unpitched) components. Here,
we focus on two constraints that sound relevant to music
transcription: harmonicity of the dictionary components,
already used in our previous submission, and temporal s-
moothness of the decomposition. A Bayesian approach
developed in [3, 4] is a way to induce those properties and
compute the factorization through an EM-based algorithm.
In order to reduce the computational burden, we herein use
an alternative approach inspired by multiplicative heuris-
tics [5].

2. CONSTRAINED NONNEGATIVE MATRIX
FACTORIZATION

2.1 Harmonicity

Musical notes, excluding transients, are pseudo-periodic.
Their spectra consist in regularly spaced frequency peak-
s. As we wish to use NMF to identify musical notes in a
polyphonic recording, we expect that elements in the basis� follow this harmonic shape. This idea was exploited,
for instance, in [6].

In [1], we proposed an alternative model enforcing har-
monicity. We impose the basis components to be expressed
as the linear combination of fixed narrow-band harmonic
spectra (patterns):

&('*)BADCEF�G!HJI F )*KL) F 3M�N7:O (2)

For a given component index P , all the patterns KQ) F 3R�N7
share the same pitch (fundamental frequency �TS ); they are
defined by summation of the spectra of a few adjacent in-
dividual partials at harmonic frequencies of � S , scaled by
the spectral shape of sub-band P . This spectral envelope
is chosen according to perceptual modeling. U can be in-
terpreted as global frequency envelope coefficients for one
component V ) .
2.2 Temporal continuity

Continuity [7] Another way to induce properties in NMF is
to switch to a statistical framework and introduce adequate



prior distributions. Let us consider a complex-valued time-
frequency representation � of the signal, and the following
model: � � A���� O O O � � ,

� 9 A �E
) G!H � ):9
	

C � (3)

where latent variables � ):9 are independent and follow a
multivariate complex Gaussian distribution 1 :

� ):9
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The estimation of the parameters � A�� � � ��� in a

maximum likelihood (ML) sense is performed by maxi-
mizing the criterion�

C � 3��N7 , ������� 3�� 5 �N7<O (4)

Then it is easily proved that
�
C � 3 �07 cA�! �43 � 5 �� 7 , where� A 5 � 5 " , and the cost function # is the Itakura-Saito (IS)

divergence:
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Thus ML estimation is equivalent to solving the NMF prob-
lem

� 
 �	� (see [3] for a full study and justification of
this model).

This approach offers the possibility to switch to maxi-
mum a posteriori (MAP) estimation, thanks to Bayes rule:

�!3 � � � 5 � 7 A �!3�� 5 � � �47+� 3 � 7+� 3 �47�!3 � 7 (6)

Thus, choosing adequate prior distributions �!3 � 7 and � 3 �47
is a way to induce desired properties in the decomposition.
We decide here to adopt a priori information on � , ex-
pressed as a prior distribution � 3 �47 , to enforce its temporal
continuity. Thanks to Bayes rule (6), we get a maximum
a posteriori (MAP) estimator by maximizing the following
criterion: �

C ,.- 3��N7 , ������� 3 � 5 � 7
cA �

C � 3 �N7 �/������� 3 �07
We choose the Markov chain prior structure proposed in
[3]:
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where � 3 8 ):9 5 8 )62 9 � H74 7 reaches its maximum at
8 )62 9 � H54 ,

thus favoring a slow variation of
8 ) in time. We propose

to choose
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1 Gaussian distribution: <>=@?BA CEDGFIH = JKMLON�PRQ3SUTWVYX P[Z X]\ T@^_S_`%aMP[Z Xb\ T
,

where the symbol c denotes the conjugate transpose.

where 8:9 3�d 5 ; �fe 7 is the inverse-Gamma distribution 2 with
mode eEg 3 ; � � 7 and the initial distribution �!3 8 ) H 7 is Jef-
frey’s non-informative prior: �!3 8 ) H 7ih �3g 8 ) H . We do not
put here any prior on U .

Inferring the parameters in this model may be done by
two different approaches: EM-like derivation of update
rules, or multiplicative heuristics rules. [4] Here, we di-
rectly use the update rules (1) with
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where the contribution of the prior can be seen as a penalty
term. Updates for U are unchanged and we obtain new
update rules for � . However, first simulation experiments
showed that under this update scheme, the criterion was
not always monotonically decreasing. Then, we propose to
raise the ratio in (1) to a certain power m 	Bn � �o�lp , whose role
is similar to the step size in usual gradient descents. We
then obtain the following update rules: for � Arq O O O � !j� ,
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Similar updates are determined for the boundaries of the
Markov chain ( � A�� and � A � ).

3. APPLICATION TO POLYPHONIC PITCH
TRANSCRIPTION

3.1 Transcription system

NMF provides an approximate model of a magnitude time-
frequency representation as the sum of basis spectra scaled
by time-varying amplitudes [2]. Derived transcription meth-
ods typically involve four processing steps:

1. magnitude time-frequency representation,

2. approximate decomposition by NMF,

3. pitch identication applied to each basis spectrum,

4. onset detection applied to each amplitude sequence.

In this submission, we use the same framework as in our
previous one [1]:

1. We pass the signal through a lterbank of 257 sinu-
soidally modulated Hanning windows with frequen-
cies linearly spaced between 5 Hz and 10.8 kHz on
the Equivalent Rectangular Bandwidth (ERB) scale.
We set the length of each lter so that the bandwidth
of its main frequency lobe equals four times the dif-
ference between its frequency and those of adjacent
lters. We then split each subband into disjoint 23
ms time frames and compute the square root of the
power within each frame.

2 Inverse-Gamma: �U�U=k��A �UD��]H����3�� P ��T � X P���� J T V X P ���7� T D3���
� .



2. Pitch of component number P is set to the associated
pitch in the fixed narrowband spectra KQ)<'

3. A single amplitude sequence is associated to each
discrete pitch on the semitone scale by summing the
corresponding NMF components and taking the square
root of their total power in each time frame. These
amplitude sequences are then processed to detect note
onsets. We use a simple threshold-based detection
technique described in [1]. Notes shorter than 50 ms
are removed.

3.2 Choice of the parameters

The parameters were optimized on a set of 60 piano ex-
cerpts recorded on a DisKlavier or obtained by high qual-
ity software synthesis. The number of components 
 was
set to 88, with 88 semitone-spaced fundamental frequen-
cies assuming 440 Hz tuning, and one spectral envelope
component per fundamental frequency. The onset detec-
tion threshold A, the maximal number of bands M and the
shape parameters

; ) were respectively set to -50 dB, 10
and 20 for all components. The descent step m is 0.4. More
results on these data are available in [4].

4. CONCLUSION

Despite good results on piano data [4,5], the submitted sys-
tem performed poorly on MIREX 2009 database. Several
explanations may be considered:

� Woodwind instruments and piano produce consider-
ably different sounds, which may put our assump-
tions on harmonicity and smoothness in default;

� 440 Hz tuning is a limitation; although our experi-
ments on different (adaptive) tuning previously failed
to enhance performance, this should be investigated
on these new data;

� The shape parameter
;

, which is here fixed, may
be not adapted to the temporal characteristics of the
sounds analyzed in this contest; learning this para-
mater rather than fixing it could be an option to avoid
this risk;

� Due to computational cost issues, we had to limit the
number of iterations, and to take this constraint into
account in the choice of step descent m , which also
may have had an influence on the results.

Since the results are very disappointing compared to previ-
ous results, the possibility of an implementation problem
is also not excluded.
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