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ABSTRACT

We propose the extension of a previously submitted system
to address the Audio Melody Extraction task. The original
system is based on the decomposition of the signal into a
leading voice and an accompaniment. For this submission,
the model for the accompaniment is as in the previous one :
it relies on a Non-negative Matrix Factorization (NMF) of
the spectrogram. The model for the leading voice is based
on the original source/filter model, and includes some re-
finements such as an explicit smoothing parameterization
of the filter parts, in order for the model to be closer to a
natural sound production model.

Preliminary tests show that our systems obtain results
comparable to the systems provided last year. The GSMM
extension proposed in this paper may also benefit from
some bug removal from last year’s code. Although the pro-
posed models do not lead to great improvements in the re-
sults, we believe the underlying semantics of the estimated
parameters are easier to interprete and open this model for
future indexing applications.

1. INTRODUCTION

Extracting the main melody from a polyphonic music
signal can be defined as transcribing the notes that are played
by an instrument which has to be somehow “dominating”
other instruments from the mixture. This instrument can
be in the foreground according to different cues, such as
its energy or its frequency range.

During ISMIR 2004 and at MIREX 2005, 2006 and
2008, the evaluations for audio melody extraction showed
there were several possible approaches to Audio Melody
Extraction (AME) [1]. Most of them are perceptually ba-
sed, and to a certain extend involving classifiers. Howe-
ver few works have been done that involve generative mo-
dels for the observed signals. Our submissions at the pre-
vious evaluation campaign [2], mostly described in [3], in-
troduced a source/filter model for the leading instrument,
inspired by speech processing techniques, with a statisti-
cal model for the accompaniment which is equivalent to
non-negative matrix factorisation (NMF) of the accompa-
niment spectrogram matrix. A Viterbi smoothing algorithm
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allows to control the continuity of the melodic line. Two
different models for the main voice part were presented :
one which is directly derived from the Gaussian scale mix-
ture models (GSMM) of the source separation litterature,
and one which is based on an instantaneous mixture of all
the possible basis elements in a dictionary, called the ins-
tantaneous mixture model (IMM).

We further developed these models in order to include
several important features, especially from a generative point
of view : the proposed approach now include explicit smooth-
ness of the filter part of the leading voice. The proposed ex-
tension for the GSMM has also been improved : last year’s
program seemed to have some bugs that should be fixed for
this year.

This paper is organized as follows : first we introduce
the models we consider for our submissions. The general
principles for the estimation of the parameters are then dis-
cussed. At last, we give the results obtained on the develop-
ment files for MIREX 2009 and comment the final results
of the evaluation campaign.

2. SIGNAL MODEL

We propose two systems, each of which relying on the
same source/filter model, with some differences that we
briefly describe in this section.

We model the power spectrogram SX of the mixture si-
gnal : it is assumed to be the instantaneous sum of 2 contri-
butions, the leading voice SV and the accompaniment SM :

SX = SV + SM (1)

Under mild assumptions, this is equivalent to the statisti-
cal model we introduced in [3] : the (complex) short time
Fourier transform (STFT) X of the mixture is the sum of
leading voice V and the accompaniment M. In particu-
lar, with complex Gaussian assumption on the variables V
and M, maximum likelihood estimation of the parameters
is equivalent to minizing the Itakura-Saito divergence bet-
ween the estimated SV +SM and the observed SX , where
SX = |X|2, SV = |V|2 and SM = |M|2, [4].

We first describe the instantaneous mixture model, and
then the GSMM. For both we give the different paramete-
rizations of SV which allow us, after estimation, to retrieve
the desired main melody. The model for SM , common both
for the IMM and the GSMM, is then described.



2.1 Smooth-Instantaneous Mixture Model (SIMM)
for the leading voice

The Instantaneous Mixture Model (IMM) presented in [3]
has been improved by adding smoothness to the filter part
of the leading voice. This new model was presented in [5].

We assume that the solo part is played by a monophonic
and harmonic instrument, e.g. a human singer. We use the
source/filter model proposed in [3], which is well adap-
ted to this type of signal and we integrate an additional
smoothness constraint on the filter frequency responses ins-
pired by [6].

For V, the speech-processing inspired source/filter mo-
del already obtained good results [7]. It allows the algo-
rithm to seek for harmonic signals, thanks to a glottal source
model on the source part, while still able to adapt the am-
plitudes of the different harmonics in the spectral comb
through the filter shape estimation. It is parameterized as
follows :

sV
fn = sΦ

fnsF0
fn

with sΦ
fn and sF0

fn respectively the filter and the source contri-
butions to the power sectrum. We denote the F × N ma-
trices SΦ and SF0 the matrices whose entries respectively
are sΦ

fn and sF0
fn.

The source part is modelled as a non-negative linear
combination of the spectral combs of all the possible (allo-
wed) fundamental frequencies. These spectra form a F×U
matrix WF0 , where U is the number of possible notes.
The associated amplitude coefficients form a U×N matrix
HF0 such that :

SF0 = WF0HF0 (2)

Similarly, we define the F × K filter dictionary ma-
trix WΦ, where K is the number of different filter shapes
that are allowed. The activation coefficient for the resul-
ting filters in SΦ form the K × N matrix HΦ such that
SΦ = WΦHΦ. To model the smoothness of these filter
frequency responses we introduce a F × P dictionary of
smooth “atomic” elements WΓ. Each filter, i.e. each co-
lumn vector from WΦ, is then decomposed on this basis,
as being a non-negative linear combination of the column
vectors of WΓ. We then define the P × K matrix HΓ

such that : WΦ = WΓHΓ. By construction, each filter
in WΦ is the sum of smooth functions, and is therefore
also smooth.

SΦ = WΦHΦ = WΓHΓHΦ (3)

At last, SV for the solo part is parameterized as follows,
where ‘•’ represents element-wise product between the ma-
trices :

SV = SΦ • SF0 = (WΓHΓHΦ) • (WF0HF0) (4)

We will refer to this solo voice model (and by extension to
the complete solo/accompaniment model) as the “Smooth-
Instantaneous Mixture Model” (SIMM), in contrast with
the “Gaussian Scaled Mixture Model” (GSMM) as used

in [8]. Indeed, the source part can be seen, in its temporal
counter-part, as the instantaneous mixture of all the pos-
sible notes, with amplitudes corresponding to the activa-
tion coefficients HF0 .

2.2 Smooth-Gaussian Scaled Mixture Model
(SGSMM) for the leading voice

The above model is somewhat irrealistic, since it sug-
gests that the source part is composed of all the possible
sources active all at the same time. A more realistic mo-
del consists in allowing only one source and filter couple
at a time. In order to do so, we need to use the underlying
statistical model we introduced in [3].

We therefore define a framework with hidden variables
representing the states of the filter and the source, namely
a Gaussian Scaled Mixture Model (GSMM). The possible
states are all the state souples (k, u) ∈ [1,K]× [1, U ]. Let
Zn be the state pair at frame n. Conditionally to Zn =
(k, u), the likelihood of the leading voice STFT vector vn

is defined as :

vn|Zn ∼ Nc(0, bkundiag(wΦ
k •wF0

u )) (5)

where bkun > 0 is a scaling amplitude at frame n for the
couple (k, u), wΦ

k and wF0
u respectively are the kth column

of WΦ and the uth column of WF0 . Both these matrices
are parameterized the same way as for the previous SIMM
model.

The observation likelihood verifies :

p(vn) =
∑
k,u

πkup(vn|Zn = (k, u))

⇔ vn ∼
∑
k,u

πkuNc(0, bkundiag(wΦ
k •wF0

u )) (6)

where the prior probability of state Z = (k, u) is denoted
πku. For convenience, the conditional likelihoods p (.|Zn = (k, u))
are from here on abbreviated to p(.|k, u).

The proposed SIMM was originally meant as an exten-
sion of the SGSMM. To estimate the parameters of the SG-
SMM, an EM algorithm is needed. The algorithm we de-
veloped is computationally quite intensive, and the SIMM
was found to be a good trade-off between the computation
load and the results, as shown by our experiment described
in Section 4.

2.3 Accompaniment model

SM is modelled as the sum of R elementary contribu-
tions (or sources), with distinct spectral shapes as in [4] :

SM = WMHM (7)

where, as for the leading voice, WM is the spectral shape
matrix and HM the corresponding amplitude matrix.

This generic model allows to fit a wide range of back-
ground sounds such as drums, guitars, bass as well as other
classic music instrument.



3. PARAMETER ESTIMATION

In this section, we give the cost functions to be minimi-
zed for each model and some hints to derive the updating
rules. The principles that are recalled here have been al-
ready discussed in [3–5] for the SIMM and [8, 9] for the
SGSMM or related matters.

3.1 SIMM updating rules

In our maximum likelihood (ML) estimation framework,
taking− log the complex Gaussian distribution for the mix-
ture, we obtain a following cost function, thanks to Eq. (1),
(4) and (7) :

CSIMM(ΘSIMM) =
∑
fn

log(ŝX
fn) +

sX
fn

ŝX
fn

(8)

where ΘSIMM = {HΓ,HΦ,HF0 ,WM ,HM} and ŝX
fn is

such that ŜX = (WΓHΓHΦ) • (WF0HF0) + WMHM .
In order to find the updating rules, we calculate the par-

tial derivatives of CSIMM(ΘSIMM) with respect to each of
the parameters. For a given parameter θ ∈ ΘSIMM, the
partial derivative have the interesting form (∇+

θ CSIMM −
∇−

θ CSIMM), where ∇+
θ CSIMM > 0 and ∇−

θ CSIMM > 0.
Using the following updating rule for θ makes θ to “mo-
ve” towards some (non necessarily global) minimum of
CSIMM(ΘSIMM) :

θ ← θ × ∇−
θ CSIMM

∇+
θ CSIMM

(9)

Using such an approach for each of the parameters, and
using matrix notations, we obtain the updating rules trans-
cribed in Algorithm 1. The parameters are estimated matrix
after matrix, in the following order : first HF0 , then HΦ,
HM , HΓ and WM . This order may prevent the signal of
interest, i.e. the leading voice, to be estimated within the
accompaniment model.

3.2 SGSMM updating rules

Let ΘSGSMM = {HΓ,B,WM ,HM} be the parameter
set for the SGSMM, where B is the K × U × N tensor
whose entries are the bkun. For the ML estimation of the
parameters in the SGSMM framework, we iteratively mini-
mize the expectation, under the current estimated parame-
ters, Θ(i−1)

SGSMM at iteration i, of − log the joint likelihood of
the observation X and the hidden states {Zn, n ∈ [1, N ]}.
The expression of the criterion is given in equation (10).
The term “CST” is a constant independent from the para-
meter set ΘSGSMM.

The parameter estimation for the SGSMM is given in
Algorithm 2. The updating rule B does not depend on the
posterior probabilities of the states, and B can therefore
be computed at the beginning of every EM iteration. Then
the posterior probabilities are computed (E-step). At each
iteration, we update only one of the parameters set (M-
step), in the following order : HΓ, HM and WM .

Algorithm 1 Updating rules for the SIMM :
Estimating ΘSIMM = {HΓ,HΦ,HF0 ,WM ,HM}

for i ∈ [1, I] do
• Vocal source parameters :

HF0 ← HF0 • (WF0)T PF0

(WF0)T QF0

where
{

PF0 = SX • (WΦHΦ)/(ŜX)2

QF0 = (WΦHΦ)/ŜX

• Vocal filter parameters :

HΦ ← HΦ • (WΦ)T PΦ

(WΦ)T QΦ

HΓ ← HΓ • (WΓ)T PΦ(HΦ)T

(WΓ)T QΦ(HΦ)T

where
{

PΦ = SX • (WF0HF0)/(ŜX)2

QΦ = (WF0HF0)/ŜX

• Background music parameters :

HM ← HM • (WM )T (SX/(ŜX)2)
(WM )T (1/ŜX)

WM ←WM • (SX/(ŜX)2)(HM )T

(1/ŜX)(HM )T

end for

3.3 Viterbi smoothing to estimate the melody line

Once the parameters are estimated, we use the same Vi-
terbi smoothing algorithm as proposed in [3]. The transi-
tion q(u1, u2) from the fundamental frequency number u1

to frequency number u2 is given by :

q(u1, u2) ∝ exp(−βround(|n1 − n2|))

where ni is the MIDI code mapping for the fundamental
frequency number ui, i ∈ [1, 2].

4. RESULTS

We report in this section some results we obtained on
the development sets and we comment the official results
from the MIREX 2009 evaluation campaign [10].

4.1 Development set

We have used all three available database in order to
develop our algorithms. These sets are the ADC04 set (20
files of about 30 seconds each), the MIREX05 set (13 files,
20 seconds) and MIR-1K (1000 files, 10 seconds each).

During our tests, we obtained the “Raw Pitch/Total Ac-
curacy” results given in Table 1. The fundamental frequency
range was set for both algorithms to [80, 800], with 4 pitches
per semi-tone for the SGSMM and 8 for the SIMM. The re-
ported SIMM results correspond to a system with K = 2
and R = 100, after 50 iterations. For the SGSMM algo-
rithm, K = 2, R = 20, after 15 iterations. The IMM and



CSGSMM(ΘSGSMM,Θ(i−1)
SGSMM) =

∑
n,k,u

∑
f

(
log

|xfn|
πŝX

fn|ku

−
sX

fn

ŝX
fn|ku

)
+ log πku

 p
Θ

(i−1)
SGSMM

(k, u|xn)− λ

∑
k,u

πku − 1

+ CST

(10)

where ŝX
fn|ku = bkunwΦ

fkwF0
fu + [WMHM ]fn (11)

Algorithm ADC04 MIREX05 MIR-1K
IMM (08) 0.86/0.82 0.72/0.66
GSMM (08) 0.66/0.60 0.57/0.52
SIMM 0.82/0.78 0.79/0.68 0.58/0.55
SGSMM 0.84/0.78 0.79/0.67 0.55/0.51

Table 1. Results of the tested algorithms, given for each
development dataset, reported as “Raw pitch/Total Accu-
racy”.

GSMM results obtained at MIREX 2008 are also reported.
Note that the results for MIREX 2008, on the MIREX05
subset, were computed on the full set, and not only on the
development set, as in the lines for the SIMM and SG-
SMM.

The results of Table 1 show that both systems have quite
similar results, which is what we woud have expected, since
the SIMM system is an approximation of the ideal model
provided by the SGSMM. The results on ADC04 and MI-
REX05 are of the same order as last year’s performances [2].
The results for the SGSMM are much higher than those of
the GSMM (drd1 at MIREX 2008 evaluation campaign),
but it seems that the program that was provided last year
had some numerical problems and returned aberrant re-
sults for some songs. Apart from this potential caveat, the
results are slightly lower than the previous ones : the ad-
ded filter smoothness does not generally improve melody
estimation, at least with the chosen set of parameters. By
constraining more the spectral shapes for the leading voice,
compared with the MIREX 2008 submissions, we allow
less flexibility for the parameters to adapt to the analyzed
signal. This can result in more difficulties in detecting the
correct fundamental frequencies.

4.2 Test set

The datasets that were used for the Audio Melody Ex-
traction evaluation campaign at MIREX 2009 are the ADC04,
the MIREX05 test set (25 files), the MIREX 2008 set (8
files), excerpts from the MIR-1K (374 files at different
SNR conditions -5dB, 0dB, +5dB). For MIREX 2009, our
submitted algorithms were denoted as “drd1” for the SG-
SMM and “drd2” for the SIMM.

The results obtained by this year’s submissions are slightly
under our last year’s best submission, the IMM (“drd2”).
We have already discussed a potential reason for such a
decrease. Another reason could also come from the itera-
tive nature of both our 2008 and 2009 submissions, which
leads to algorithms that are quite sensitive to the initiali-

sation. It is therefore hard to compare these submissions
based on a single run.

Compared with other systems, our 2009 submissions
seem to perform fairly well, with good results on almost
all the datasets, except for the -5dB MIR-1K set, on which
most submitted systems also break down. Our model also
seems in general less adapted to the MIR-1K dataset. Fur-
ther studies on the publicly available dataset may help to
decipher the problem. Compared with the first proposed
dataset, ADC04, as discussed on the evaluation campai-
gn’s wiki, the task corresponding more accurately to the
MIR-1K dataset could be a more specific “singing melody
extraction”, rather than the general “audio melody extrac-
tion” which was originally stated. Indeed, in MIR-1K, the
main instrument is a human singer, but some other instru-
ments sometimes play the melody along with the singer,
potentially at the upper octave, and not always at a lower
energy. One may therefore define, for these examples, two
melodies, instead of one. This ambiguity is solved if the
task is redefined as tracking the singer. A potential way of
improving the results on such a set would be to explicitly
include a vocal/non-vocal classification step, for instance
as a pre-processing as in [8].

At last, our submissions seem to have better results on
the vocal subsets, especially on the MIREX 2008 subset,
for which the SGSMM obtained top results, and on the
vocal pieces of the ADC04 and MIREX05 subsets. Non-
vocal pieces across the datasets seem to include several
synthetized MIDI files. For such music pieces, the NMF
based accompaniment model is usually able to fit to the
whole signal spectrogram. The estimated leading instru-
ment may in the worst cases be identified with any of the
instruments of the mixture.

5. CONCLUSION

We have proposed an extension to the systems submit-
ted at the MIREX 2008 evaluation campaign, Audio Me-
lody Extraction task. An explicit smoothness scheme has
been added to the IMM and GSMM models. The results
on the development and test sets show that our models are
in general able to retrieve the desired melody line.

We still have to make some more tests in order to iden-
tify the key features of our models. Our goal is to obtain a
generative model that is as realistic as possible, with which
we can infer high level information such as notes or tonal
key, and which at the same time tightly fits to the signal
and enables low level applications such as source separa-
tion. We have for instance shown in [5] how our framework
can be successfully used in leading instrument separation.



Algorithm 2 EM algorithm for the SGSMM : Estimating Θ = ΘSGSMM = {B,HΓ,HM ,WM}
for i ∈ [1, I] do

• ∀k, u, n, bkun ← bkun
PB

kun

QB
kun

, where


PB

kun =
∑
f

wΦ
fkwF0

fusX
fn

(ŝX
fn|ku)2

QB
kun =

∑
f

wΦ
fkwF0

fu

ŝX
fn|ku

E step : compute γ
(i−1)
n (k, u) = pΘ(i−1)(k, u|xn)

γ(i−1)
n (k, u) ∝ pΘ(i−1)(xn|k, u)π(i−1)

ku

M step : update the parameters :

• ∀p, k, hΓ
pk ← hΓ

pk

wΓ
fpP

Γ
pk

wΓ
fpQ

Γ
pk

, where


PΓ

fk =
∑
u,n

γ
(i−1)
n (k, u)×

bkunwF0
fusX

fn

(ŝX
fn|ku)2

QΓ
fk =

∑
u,n

γ
(i−1)
n (k, u)

bkunwF0
fu

ŝX
fn|ku

• ∀r, n, hM
rn ← hM

rn

PH
rn

QH
rn

, where


PH

rn =
∑

k,u,f

γ
(i−1)
n (k, u)

wM
frs

X
fn

(ŝX
fn|ku)2

QH
rn =

∑
k,u,f

γ
(i−1)
n (k, u)

wM
fr

ŝX
fn|ku

• ∀f, r, wM
fr ← wM

fr

PW
fr

QW
fr

, where


PW

fr =
∑

k,u,n

γ
(i−1)
n (k, u)

hM
rnsX

fn

(ŝX
fn|ku)2

QW
fr =

∑
k,u,n

γ
(i−1)
n (k, u)

hM
rn

ŝX
fn|k,u

end for

Ongoing studies focus on a description level that is hi-
gher than the physical fundamental frequency proposed so
far [11]. Another direction is to integrate the smoothing of
the melody line directly into the parameter estimation step,
for instance by using priors on the parameters or a hidden
Markov model (HMM) on the evolution of the states.
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