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ABSTRACT 

This extended abstract details submissions to the Music 
Information Retrieval Evaluation eXchange. Three or 
four feature sets based on musical knowledge[1] were cal-
culated. Then an SVM with the ANOVA RBF kernel was 
used, or a canonical LDA was conducted with effective 
features chosen from the sets. AIC values or accuracy of 
cross validation of training data were calculated for the 
feature selection. Four submissions were made by com-
binations of feature sets and classifiers. 

1. FEATURE SET 

1.1 Sonority (Sound Expanse and Thickness) features 
Sound expanse and thickness are one set of important 
features when listening to music. We defined expanse as 
deviation and thickness as entropy of pitches. 
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The mean, standard deviation, skewness and kurtosis 
were computed across the audio clip with weight of P. 
The total number of features in this set is 8. 

1.2 Timbre features 
Timbre is also important for music, and we used Mel-
Frequency Cepstral Coefficients (MFCC) as timber fea-
tures. The mean and standard deviation over the time 
frames were computed using Marsyas[2]. Then the mean 
and standard deviation across the audio clip were taken 
again. 
13 coefficients and 1 second time frame were used. 
The total number of features in this set is 52. 

1.3 Harmony features 
Harmony is one of traditional musicological aspects of 
Western music. We defined harmony as the occupancy 
rate of chords, and obtained virtual chord information 
from chroma vectors. Since we did not aim at accurate 
chord recognition, chord information was derived from 
prominent powers in the chroma vector. Virtual chord 

information ( ) ( ){ }tctc i=  is defined as 12 bit code and 
each bit ( )tci  represents whether corresponding chroma 
power is prominent or not. 
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Then the occupancy rate of each code across the audio 
clip was computed with weight of log power. 

1.4 Rhythm features 
Rhythm is also one of fundamental musicological aspects. 
We defined rhythm as power modulation of each pitch 
because it is considered to be arisen when there is re-
peated fluctuation in power or pitch change. 
The powers of frequencies around the pitch are added 
using triangular window. 
Then Fourier transformation of each pitch power was 
performed. 

2. CLASSIFICATION 

2.1 Support Vector Machine (SVM) 
An SVM with the ANOVA radial basis kernel (ANOVA 
RBF) was used because it achieved good results on pre-
liminary trials. 

2.2 Canonical Linear Dicriminarion Analysis (LDA) 

The features were excerpted in order to prevent over-
fitting before conducting the LDA. The algorithm for 
selecting the features was as follows: 

(1) calculate an effectiveness of each feature 

(2) add the most effective feature 

(3) repeat (1) and (2) until a terminal condition is con-
formed. 

We adopted the following two combinations of the ef-
fectiveness and the terminal condition. 



  
 

2.2.1 Wilks Λ and AIC 

(a) Effectiveness: Wilks Λ 
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This value indicates degree of class separation. The 
smaller it is, the better classes are expected to be se-
parated. 

(b) Terminal Condition: If the following AIC does not 
decrease after addition of any feature, the selection 
is terminated. 

( ) ( )12log2ˆlog2 −+Λ=+−= gpnmLAIC wθ ( 5) 

where n is the number of the audio clips, p is the 
number of features and g is the number of catego-
ries (composers, artists, genres, or moods). 

2.2.2 LOOCV Accuracy 

(a) Effectiveness: Accuracy of Leave-One-Out Cross-
Validation of training data. 
The greater it is, the greater accuracy for test data is 
expected. 

(b) Terminal Condition: If the accuracy does not in-
crease after addition of any feature, the selection is 
terminated.  

3. SUBMISSIONS 

Four submissions were made by combinations of feature 
sets and classifiers, (a)(b)(c)(d). One feature sets consists 
of Sonority, Timbre and Harmony, and the other consists 
of three feature sets and Rhythm. The specifications of 
each submission and corresponding shell script name are 
shown in Table 1.  

 
Feature Sets 

Classifier 
Sonority+Timbre 
+Harmony 

Sonority+Timbre 
+Harmony+Rhythm

SVM (a) “tcck” (b) “tcpk” 

LDA AIC  (c) “tcca” “tcpa” 

LOOCV (d) “tccl” “tcpl” 

Table 1. Submission Specifications 

4. IMPLEMENTATION 

4.1 Feature Extractor 

Each feature set is computed respectively. 

(1) Sonority features extractor consists of one C++ pro-
gram. 

(2) Timbre features extractor consists of Marsyas and 
one C++ program. 

(3) Harmony features extractor consists of two C++ pro-
grams. 

(4) Rhythm features extractor consists of one C++ pro-
gram and one R program. 

4.2 Classifier 

Each submission consists of one R program. 

The function “ksvm” in the package “kernlab” was used 
as the SVM classifier, and the function “lda” in the pack-
age “MASS” was used as the LDA classifier. 

The “kernlab” package needs to be installed in R before 
using it, while the “MASS” package does not because it 
is originally included in R. 
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