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ABSTRACT

This paper describes a chord recognition system submit-
ted to the MIREX 2009 Audio Chord detection contest.
Extracting harmonic information from audio signals has
become a topic of keen interest for many researches in
Music Information Retrieval (MIR) community. The FBK
submission consists of two chord detection system: base-
line and the system with language modeling functionality.
The two submissions are bases on hidden Markov models
(HMM) as a statistical classifier. Pitch class profile (PCP)
vectors that represent harmonic information are extracted
from the given audio signal and act as a feature set. Af-
ter Viterbi decoding and subsequent lattice rescoring the
output labels are produced.

1. INTRODUCTION

Extracting harmonic structure from raw audio in the form
of chord sequence is the task that has been emerging dur-
ing the past decade. A number of research groups put their
attention to the problem of effective and accurate chord
recognition. Chord sequence is a high-level feature that
reflects harmonic properties of the analyzed signal. It has
been successfully used for audio emotion classification [1],
cover song identification [2], music structure segmenta-
tion [3], audio key estimation [4].

Up to now the most successful and commonly used
feature set is considered to be chroma vector (also called
pitch class profile) that was introduced in 1999 [5] by Fu-
jishima. Similar to spectrogram that represents spectral
content of the signal over time, chromagram (a sequence
of chroma vectors) describes the pitch class content. There
were some attempts to use features derived from chroma-
gram like tonal centroid [6] and FFT of the chroma vec-
tors [7]. These features are shown to outperform standard
chromagram as reported in [6] and [7].

On the stage of feature extraction for a lot of attention
has been paid to tuning issues [8–10]. The necessity of
tuning appears when audio was recorded from instruments
that were not properly tuned in terms of semitone scale.
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They can be well-tuned relatively to each other, but the
reference frequency of ”A4” note can differ from conven-
tional 440 Hz. This mistuning can lead to worse feature
extraction and as a result less efficient or incorrect classi-
fication. Harte and Sandler [8] suggested using 36 dimen-
sional chroma vectors. In this case they choose the best
among 3 possible candidates. Ueda et al. [7] utilized simi-
lar approach.

For the moment the best impartial assessment of the
chord recognition systems performance is considered to be
MIREX [11] competition that is held every year in the con-
text of the ISMIR conference.

The majority of the current state-of-the-art techniques
are based on statistical approaches (hidden Markov mod-
els (HMM) [12], [13], [7] and dynamic Bayesian net-
work [14]), template matching approaches [15]. Submis-
sions based on the above cited approaches were among the
top-ranked results in the MIREX 2009 competition.

In the HMM-based approaches PCP acts as an obser-
vation vector. In [13] was shown how N-grams could be
useful to model chord sequences and how chord duration
information can be incorporated into language modeling.
In [14] a 6-layered dynamic Bayesian network was sug-
gested. In this network four hidden source layers jointly
model key, metric position, bass pitch class and chord.
The two observed layers model bass and treble content
of the signal. This paper shows an example of how si-
multaneous estimation of beats, bass and key can con-
tribute to the chord recognition rate. A fast and efficient
template-based chord recognition method was suggested
in [15]. The chord is determined by minimizing a mea-
sure of fit between the chromagram frame and the chord
templates. This system proved the fact that template-based
approaches can be as effective as probabilistic frameworks.

The paper is structured as follows: section 2 introduces
usage of factored language models for the chord recogni-
tion task, functional blocks of the submitted system are
presented in section 3, results and discussion are then given
in section 4.

2. LANGUAGE MODELING

Modeling chord sequence allows one to improve chord
recognition accuracy to some extent (Cheng et al. [1]).
In the submitted system the problem of chord progression
modeling is addressed through factored language models
(FLM) that has been recently suggested for modeling hu-
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Figure 1. Chord recognition system.

man languages [16, 17] and adapted to the chord recog-
nition task [13]. A factored language model is an exten-
sion of N-gram model, where a single unit (chord) can
be represented as a bundle of factors. Along with the
chord label, a significant amount of information is con-
centrated in the chord durations. Chord instance can be
represented in the following notation:W − LABEL :

D−DURATION , where the duration length is measured
in beats. For chord duration estimation a beat extraction
module is used [18]. Language model parameter estima-
tion is performed through training on a database of label
transcriptions.
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Figure 2. Lattice representation.

3. OVERVIEW OF THE CHORD RECOGNITION
SYSTEM

The overview of the whole system designed is depicted in
Figure 1. Processing stage of the input audio signal starts
with estimating mistuning rate in the tuning block. Algo-
rithm proposed in [19] is adopted here. Ubiquitous chro-
magram acts as a feature set. Feature extraction process is

described in more details in [13].
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Figure 3. The best path in the lattice.

The Viterbi decoding outputs the most likely sequence
of hidden states called the Viterbi path. This path is used
to derive the output labels for the first configuration of the
submitted system. At the same time Viterbi decoding can
produce a lattice. The lattice structure can be represented
as a directed graph with nodes denoting chord hypotheses
and arcs denoting chord transitions. Figure 2 shows an ex-
ample of a lattice, when in Figure 3 the ground-truth path
is indicated. It is likely that this path obtains high score
during the lattice rescoring procedure. The path with the
highest score is used to form the output labels for the sec-
ond configuration of the submitted system.

The vocabulary of the suggested chord recognition sys-
tem consists of 12 major chords, 12 minor chords and non-
chord segments. In the system with language modeling a
4-gram FLM configuration was used as described in [13].

4. RESULTS AND DISCUSSION

The evaluation results of all submitted systems to the pre-
trained subtask are presented in Figure 4. KO1 and KO2
correspond to the baseline system configuration and the
configuration with language modeling part. It is worth
noting that in the baseline approach no statistical informa-
tion about chord transitions was used. Transition probabil-
ities between each chord pair are equal and classification
is based solely on acoustic features. Including language
modeling showed a slight increase in performance.
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Figure 4. Evaluation results of different submissions.
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