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ABSTRACT

This extended abstract briefly outlines our submission to
the audio cover song identification task run inside the 2009
music information retrieval evaluation exchange (MIREX).
We very briefly introduce cover song identification, give
an overview of the submitted system, and comment on the
evaluation procedure (specially on the used music collec-
tions) and the achieved results. As the submission is com-
pletely based on our previous work, we refer to it for fur-
ther detail.

1. INTRODUCTION

Audio cover song identification is a task that has been re-
ceiving considerable attention in the last few years and,
therefore, many algorithms for that specific purpose have
been developed [1]. In line with this growing interest, since
2006, the music information retrieval evaluation exchange
(MIREX) is running the audio cover song identification
task [2], which allows for an objective assessment of the
accuracy of different such algorithms. In the 2007 edition,
our group submitted an algorithm that we subsequently
described in [3]. This algorithm, which used a specifi-
cally designed chroma similarity measure and a dynamic
programming subsequence matching method, yielded the
highest accuracy of all algorithms submitted in 2007 and
in earlier editions. For the 2008 edition, we used a qualita-
tively novel approach. The cover song identification mea-
sure that we derived from this approach [4] and a com-
position of this measure with a subsequent cover set de-
tection layer [5] yielded the two highest accuracies of all
algorithms submitted in 2008 and in earlier editions. In
particular, the accuracy of the 2008 approach clearly sur-
passed our earlier algorithm proposed in [3]. The system
submitted in the present edition [4, 5] is the same system
as in 2008, except that for the present edition we do some
minor parameter adjustments.
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2. SYSTEM OVERVIEW

Given two songsX andY , we first extract their chroma
descriptor time series and transpose one song to the main
tonality of the other. As chroma features we use harmonic
pitch class profiles (HPCPs) [6]. We employ the same ex-
traction procedure and parameters as in [3], except that (a)
the number of HPCP bins is set to 12, (b) we use 464 ms
frames with no overlap, and (c) we limit the number of
spectral peaks considered to a small integer below 50. Trans-
position is done via the procedure explained in [7], which
includes considering a fixed number of optimal transposi-
tion indicesNOTI.

From this pair of multivariate time seriesx andy (i.e. the
transposed HPCPs), we form state space representations
of the two songs using delay coordinates involving an em-
bedding dimensionm and time delayτ . From this state
space representation, we construct a cross recurrence plot
(CRP) using a fixed maximum percentage of nearest neigh-
borsκ. Subsequently, we use the recurrence quantification
measureQmax(x, y) to extract features that are sensitive to
cover song CRP characteristics, which requires the setting
of two additional parametersγo andγe. These steps are
detailed in [4]. We tuned the aforementioned parameters
to in-house cover song music collection truth and finally
set them toNOTI = 2, m = 9, τ = 1, κ = 0.1, and
γo = γe = 0.5.

Because document length is often inversely correlated
with relevance, we use it as a normalization factor. This is
a common strategy in many information retrieval systems
[8]. The final dissimilarity measure between query songX

and candidate songY is obtained by

d(X,Y ) =

√

|y|

Qmax(x, y)
, (1)

where|y| represents the length of the candidate song (in
frames).

The final step of the system considers the full dissim-
ilarity matrix obtained with all possible pairwise compar-
isons and detects cover sets (or clusters). We use “method
1” in [5] with no threshold and just considering the first
nearest neighbor for each query song. The usage of this
particular method is justified by its computational speed
and by the asymmetry ofd(X,Y ).



3. EVALUATION METHODOLOGY

This year, the task was run with two music collections sep-
arately: the so-called “mixed collection” and the “mazurka
collection”. The “mixed collection” corresponds to the
same music collection used in previous editions. It consists
of 1000 pieces containing 30 different cover songs, each
represented by 11 different versions for a total of 330 au-
dio files which are complemented by 770 additional songs.
The cover songs are meant to represent a variety of genres
(e.g. classical, jazz, gospel, rock, folk-rock, etc.) and the
variations span a variety of styles and orchestrations. The
“mazurka collection” consists of 539 pieces corresponding
to 11 selected versions from 49 Chopin mazurkas from the
Mazurka Project1 .

The evaluation is performed in a query/answer frame-
work [8]: using each of the cover song files in turn as the
seed/query, the returned list of items is examined for the
presence of the other versions of the seed/query [9]. The
main evaluation measure is the mean of average precisions
(MAP), a common evaluation measure in information re-
trieval [8, 9]. More details about music collections and
evaluations are available at the MIREX wiki2 .

4. RESULTS AND DISCUSSION

Results for the “mixed collection” and the “mazurka col-
lection” are shown in Tables 1 and 2, respectively. We here
just report the summary results. For a more detailed as-
sessment of the results we refer to the MIREX wiki3 .

Evaluation measures Submissions
TA RE SZA

Total number of covers iden-
tified in top 10 [3300..0]

646 2046 2426

Mean number of covers
identified in top 10 [10..0]

1.96 6.20 7.35

Mean of average precisions
[1..0]

0.20 0.66 0.75

Mean rank of first correctly
identified cover [1..999]

29.90 2.28 6.15

Table 1. Summary results for the “mixed collection” (sub-
mitted system in bold). Range of the evaluation measures
in square brackets (from best to worse).

In the present edition there were 3 submitted systems:
TA, SE, and SZA. We see that our submitted system (SZA)
achieves the best scores in the two music collections with
all evaluation measures considered. The only exception is
in the mean rank of the first correctly identified cover with
the “mixed collection”. This result indicates that, with this
concrete collection, the first correct answer obtained with
our system might have a higher rank than the one obtained

1 http://www.mazurka.org.uk
2 http://www.music-ir.org/mirex/2009/index.php/

Audio_Cover_Song_Identification
3 http://www.music-ir.org/mirex/2009/index.php/

Audio_Cover_Song_Identification_Results

Evaluation measures Submissions
TA RE SZA

Total number of covers iden-
tified in top 10 [5390..0]

2843 4757 5165

Mean number of covers
identified in top 10 [10..0]

5.27 8.83 9.58

Mean of average precisions
[1..0]

0.56 0.91 0.96

Mean rank of first correctly
identified cover [1..538]

5.49 1.68 1.61

Table 2. Summary results for the “mazurka collection”
(submitted system in bold). Range of the evaluation mea-
sures in square brackets (from best to worse).

with the RE system. However, this evaluation measure just
relates to the first correctly identified item (neglecting the
rest). To obtain a general view and to consider more items
in the answer, we should look at other measures such as
the mean number of covers identified in top 10 or the mean
of average precisions.

All the submitted systems achieved particularly high ac-
curacies with the “mazurka collection” (e.g. our system
achieved a mean average precision of 0.96). We hypoth-
esize three reasons for this. First, the high accuracies in-
dicate that the “mazurka collection” might be less varied
than the “mixed collection”. As we discuss in [1], the
more variation there is between covers, the more difficult
it is to identify them. In particular, some important mu-
sical aspects such as overall timbre, tempo, and structure
(which could constitute the main dificulties for a cover
song identification system) may not vary within this col-
lection. Second, the “mazurka collection” is more than
two times smaller than the “mixed collection”, and it is
clear that searching items in smaller collections can signif-
icantly increase reported accuracies [1]. Third, the fact that
there is a high number of versions of the same song can be
intentionally exploited to increase accuracy as we do with
the cover set detection module [5]. Overall, one might con-
sider the “mazurka collection” as more of a music identi-
fication collection rather than a representative cover song
collection with different types of covers [1]. Under this
view, the high accuracies obtained with the “mazurka col-
lection” highlight the good performance that cover song
identification algorithms might have in tasks such as music
identification or audio fingerprinting. Apart, the suitability
of the “mazurka collection” could be further questioned
because the music metadata is known4 and, therefore, one
could train a system with it. This training couldn’t be
with the exact songs used in the MIREX (because they
are randomly selected), but could influence algorithms per-
formace on the aforementioned collection. Regarding the
“mixed collection”, one should note that the second and
third arguments presented above may also hold. This also
raises some questions as to its suitability for the evaluation
of real-world cover song identification systems.

4 http://www.mazurka.org.uk/info/discography



Apart from the aforementioned results, we want to high-
light the efforts we have put in improving the generality
and the speed of the system. The first fact resulted in the
Qmax(x, y) measure [4], which can be used with any time
series by just re-adjusting the parameters outlined in Sec.2.

5. CONCLUSION

We overview our submission to the MIREX 2009 audio
cover song identification task. As it is entirely based on
previous work we refer to it for a detailed explanation [4,
5]. We also report the summary results obtained in the
task, where our submission outperformed the rest of pre-
sented algorithms. We finally discuss on the suitability of
the music collections used for evaluation.
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