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ABSTRACT

This paper discusses an approach for the feature extraction
for audio mood classification which is an important and
tough problem in the field of music information retrieval
(MIR). In this task the timbral information has been widly
used, however many musical moods are characterized not
only by timbral information but also by musical scale and
temporal features such as rhythm patterns and bass-line
patterns. In particular, modern music pieces mostly have
certain fixed rhythm and bass-line patterns, and these pat-
terns can characterize the impression of songs. We have
proposed the extraction of rhythm and bass-line patterns,
and these unit pattern analyses are combined with statisti-
cal feature extraction for mood classification. Experimen-
tal results show that the automatically calculated unit pat-
tern information can be used to effectively classify musical
mood.

1. INTRODUCTION

Due to the increasing size of music collections available
on computers and portable music players, researches re-
lated to music information retrieval (MIR) including au-
tomatic genre classification and mood classification from
audio has surged recently. Mood classification systems
share the same formulation with genre classification sys-
tems which have been provided a established way of eval-
uating new representations of musical content and gener-
ally constructed of two stage processes: feature extraction
and classification. These audio classification tasks have
been competed in the contest called MIREX [1] for MIR
researches for a long time. Mood classification is one of
a variation of the audio classification however has even
more elusive ground truth [2, 3]. In mood classification,
not only instrumental information but also musical scale,
rhythm and bass-line informations are thought to be im-
portant. In many case especially of modern popular music,
some fixed bar-long percussive patterns and bass-line pat-
terns are repeated in whole a song and the unit patterns
frequently characterize the music. If such representative
bar-long percussive patterns and bass-line patterns in mu-
sic can be captured automatically as templates, they can
potentially be used to characterize different music mood
directly from audio signals.

In previous research, timbral features, rhythmic features
and pitch features have been used for audio genre classifi-
cation [4], and this sort of feature extraction is widely used
in audio classification including mood classification in the
past MIREX contests. In this work, the timbral features
were the most dominant and the other statistical features

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page.
c© 2009 International Society for Music Information Retrieval.

came out not to be so useful for audio classification. This
feature extraction method was tested for mood classifica-
tion [2] and the effectivity was verified. The statistical
features are also classified in various ways such as fuzzy
classification [5] and active learning of support vector ma-
chine (SVM) [6]. In comparison to these statistical feature
extraction, we have proposed temporal feature extractions
including bar-long percussive pattern information [7] and
bar-long bass-line pattern information [8], and these two
features are tested to the genre classification task.

In this paper, we discuss an approach for extracting unit
rhythm and bass-line patterns from a number of audio tracks
and propose a feature vector for the application to mood
classification. First, we separate percussive sounds and
harmonic sounds of the audio tracks. Then we propose
a clustering method specialized to rhythm patterns using a
combination of dynamic programming andk-means clus-
tering, and to bass-line patterns based on thek-means clus-
tering algorithm. For the purpose of an application to au-
dio mood classification, the scheme to extract feature vec-
tor based on clustered patterns which contain temporal in-
formation is suggested. All process is implemented using
an open source softwareMarsyas1 which is open source
software with specific emphasis on Music Information Re-
trieval (MIR) [9].

2. HARMONIC/PERCUSSIVE SOUNDS
SEPARATION

Generally, harmonic and percussive sounds are mixed in
the observed spectrograms of audio pieces. Therefore in
order to perform rhythm and bass-line pattern analysis it
is useful to separate these components as a preprocess-
ing, and percussive components are used for rhythm anal-
ysis and harmonic components for bass-line analysis. We
utilize the harmonic/percussive sound separation (HPSS)
technique proposed by Ono [10] that is based on the differ-
ence of general timbral features. By looking at the upper
left figure in Fig. 1, a typical instance of spectrogram, one
can observe that harmonic components tend to be continu-
ous along the temporal axis in particular frequencies. On
the other hand, percussive components tend to be continu-
ous along the frequency axis and temporally short. Mask
functions for separating the two components (harmonic and
percussive) are calculated following a maximum a priori
(MAP) estimation approach using the expectation maxi-
mization (EM) algorithm. Applying this approach to the
shown spectrogram, harmonic and percussive components
are separated (harmonic and percussive components are
shown in the upper right and the lower left of Fig. 1 re-
spectively).

3. BAR-LONG UNIT PATTERN CLUSTERING
3.1 Rhythm Pattern Clustering

Bar-long percussive patterns are frequently common and
characteristic of a particular mood or style. Automatically

1 http://marsyas.sness.net/



Figure 1. The original spectrogram (upper left), the
harmonics-emphasized spectrogram (upper right) and the
percussion-emphasized spectrogram (lower left) of a pop-
ular music piece (RWC-MDB-G-2001 No.6 [11]). The
low-pass filtered logarithmic spectrogram calculated us-
ing wavelet transform from harmonics-emphasized spec-
trogram is shown in lower right figure.
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Figure 2. The flow diagram of the extraction of rhythm
patterns.

detecting these patterns is a “chicken-and-egg” problem in
that sets of bar-long unit rhythm patterns may be deter-
mined only after their corresponding unit boundaries in the
music pieces are given, and vice versa. This is complicated
by tempo fluctuations which might cause the unit pattern to
stretch or shrink.

In order to solve these problems, the rhythm map which
we have proposed [7, 12] is employed. The rhythm map
is an approach to estimate representative bar-long percus-
sive patterns and its segmentation (i.e. bar lines) simul-
taneously. This algorithm is processed to the percussive-
emphasized spectrogram. By iterating dynamic program-
ming (DP) matching and updating the templates used for
DP matching based on thek-means-clustering-like update
rules, both segmentation and templates themselves are up-
dated. After convergence, the multiple percussive patterns
in the input song are learned and the optimal segmenta-
tion is obtained. We use this estimated segmentation as bar
lines. Fig. 3 illustrates the flow of this algorithm.

3.2 Bass-line Pattern Clustering

Bar-long bass-line patterns are also frequently common
and characteristic of a particular mood. Bar lines have
been already estimated in the process shown in section 3.1.
Therefore, only problem to be solved is that unit bass-line
patterns are shifted in pitch according to the chord played.
For example, a pattern consists of only root notes in a uni-
form rhythm, all notes in this pattern need to be pitch-

Figure 3. The flow diagram of the bass-line pattern extrac-
tion.

shifted by the same amount of notes according to the chord,
because the root note changes accompany with the chord
changes. Fig. 3 illustrates the flow of the bass-line pattern
clustering algorithm.

If there was no pitch shift a simplek-means clustering
approach can be used to estimate the representative bar-
long bass-line patterns: Distances between each bar-long
spectrogram pattern and centroid spectrogram patterns are
calculated, and the centroids are updated by averaging the
sample patterns. In order to deal with pitch-shift problem,
we have proposed an approach where every possible pitch-
shift is compared ink-means framework [8]. The lower
right of Fig. 1 shows the logarithmic spectrogram which is
processed low-pass filtering after Gabor wavelet transform
whose frequency resolution is semitone (100 cents). The
low-pass filtering (actually a band-pass filtering) was done
by setting high and low frequency components to be zero.
This kind of spectrogram is used for this purpose.

4. FEATURE EXTRACTION
4.1 Mood Classification via Pattern Clustering

Ideally percussive patterns for a particular mood would be
fixed and would be automatically extracted perfectly. If
that was the case then automatic mood classification could
be performed simply by looking at which particular rhythm
and bass-line patterns are used in a music piece. However
in practice there is no guarantee that patterns are fixed for
a particular mood or that their automatic extraction will be
perfect. Therefore in many cases the percussive and bass-
line patterns of a particular music piece will belong to more
than one mood. To address these problems simultaneously
we utilize a pattern occurrence histogram and distance re-
lated representation followed statistical machine learning
to automatically classify music mood. Supervised learning
classifiers such as Support Vector Machines (SVM) [13]
can be used for this purpose.

4.2 Percussive Pattern Feature Extraction

One possible way to extract percussive feature vector is
count up which percussive pattern templates are contained
in a song and calculating the mood pattern occurrence his-
togram, similarly to Latent Semantic Indexing approach
[14].

If K pattern templates are learned from moodm (m =
1, . . . , M ), an alignment can be calculated using dynamic
programming to get the templatesTk,m that exist in the
songs. Then, the occurrence number of the patterns from
moodm can be simply calculated by summation as fol-
lows:



cs,m =
K∑

k=1

cs,k,m (1)

wherecs,k,m is the number of the templateTk,m in the
songs, and the eventualM dimensional pattern occurrence
histogram features vectorx of songs can be written as

xg =
cs,m

Ns
(2)

which is normalized byNs, the number of measure in the
songs.

4.3 Bass-line Pattern Feature Extraction

For bass-line pattern, one way to extract feature vector is
calculating distances between every measure of input spec-
trogram and every template pattern and averaging them
through whole an input piece. Even though there is a pos-
sibility for a music piece to belong to more than one mood
templates, the distances between spectrogram in the input
piece and learned templates are still affected.

The mathematical definition of the feature vector is fol-
lowing. After bass-line pattern templates are learned, we
haveK ·M templates whenK templates are learned from
M moods. Then the distances between input song which
haveN measures and learned templates are calculated. The
averaged distances are obtained as follows:

dl =
1
N

N∑

n=1

D(Xn, Bl) (3)

where1 ≤ l ≤ KM is the template number andD(·, ·)
is a distance with pitch-shift problem proposed in [8]. The
feature vectorx can be written as

x = (d1,d2, . . . ,dKM)T. (4)

4.4 Statistical Feature Extraction

4.4.1 Mel-Frequency Cepstral Coefficients
MFCCs are one of the most compact and efficient spectral
expression that contain the general frequency characteris-
tics important to human hearing. Originally MFCCs are
developed for automatic speech recognition however they
have been found to be powerful also for other auditory do-
mains such as MIR [15].

In order to calculate MFCC feature, the log-magnitude
spectrogram is wrapped to the Mel frequency scale and the
inverse discrete cosine transform is performed. The first
13 coefficients are calculated in each time window of short
time Fourier transform and the mean and the standard de-
viation for each song are calculated on the whole piece.

4.4.2 Musical Scale Feature
Musical scale also characterizes musical mood. For in-
stance, when a note “do” was sounded the note “mi” makes
the harmony bright, however “mi flat” makes it dark. In
order to extract this kind of information, the correlation of
chroma vector is calculated.

Chroma vector is a 12 dimensional vector whose columns
represent overlapped energies of 12 semitones over octaves.
Let theith element of chroma vector at the timet bec(t, i),
a normalized correlation of the vector can be written as

S(t, τ) =
12∑

i=1

(
e(t)
12 − c(t, i)

)(
e(t)
12 − c(t, i + τ)

)

e(t)2
(5)

wheree(t) =
∑12

i=1 c(t, i). It means just an energy in the
caseτ = 0 and this correlation is symmetrical. Therefore,
the coefficients which contain useful information are only
6 of them, and the mean and the standard deviation for each
song are calculated on the whole piece.

5. CONCLUSIONS

We discussed an approach for clustering bar-long com-
mon percussive patterns and bass-line patterns for partic-
ular mood and extracting feature vectors for mood classi-
fication. We used HPSS technique to separate percussive
components and harmonic components from audio signals
as a preprocessing. Percussive patterns were clustered us-
ing a combination of one-pass DP andk-means clustering
algorithm. Bass-line patterns were clustered using a new
clustering method based onk-means clustering with pitch-
shift. For audio mood classification, new feature vectors
were defined as pattern occurrence histograms for percus-
sive patterns and as averaged distances from each template
for bass-line patterns. They were implemented in combina-
tion with statistical features including MFCCs and musical
scale feature.

Future work includes usingn-gram model approach rather
than only looking at the uni-gram histogram for rhythm
pattern features. Additionally, other features than pattern
distance vector of bass-line pattern can be devised. Combi-
nation with other features like chord transition information
can be done to improve further audio classification as well.
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