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ABSTRACT

This extended abstract describes our real-time music track-
ing system, which was submitted to the MIREX 2010 Score
Following task. Our system is based on an on-line version
of the well-known Dynamic Time Warping (DTW) algo-
rithm and includes some extensions to improve both the
precision and the robustness of the alignment (e.g. a tempo
model and the ability to reconsider past decisions).

1. SYSTEM OVERVIEW

Rather than trying to transcribe the incoming audio stream
into discrete notes and align the transcription to the score,
we first convert a MIDI version of the given score into a
sound file by using a software synthesizer. Due to the in-
formation stored in the MIDI file, we know the time of
every event (e.g. note onsets) in this ‘machine-like’, low-
quality rendition of the piece and can treat the problem as
a real-time audio-to-audio alignment task.

The alignment algorithm itself is based on an on-line
version of the Dynamic Time Warping algorithm and sup-
ported by a tempo model based on the alignment results
during the last couple of seconds. The output of the sys-
tem is at any time the current position in the score. See
Figure 1 for an overview of our system.

2. DATA REPRESENTATION

The score audio stream and the live input stream to be
aligned are represented as sequences of analysis frames,
computed via a windowed FFT of the signal with a ham-
ming window of size 46ms and a hop size of 20ms. The
data is mapped into 84 frequency bins, spread linearly up
to 370Hz and logarithmically above, with semitone spac-
ing. In order to emphasize note onsets, which are the most
important indicators of musical timing, only the increase in
energy in each bin relative to the previous frame is stored.
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Figure 1. Overview of our Real-time Music Tracking Sys-
tem

3. ON-LINE DYNAMIC TIME WARPING

This algorithm is the core of our real-time music tracking
system. ODTW takes two time series describing the au-
dio signals — one known completely beforehand (the score)
and one coming in in real time (the live performance) —,
computes an on-line alignment, and at any time returns the
current position in the score. In the following we only give
a short intuitive description of this algorithm, for further
details we refer the reader to [4].

Dynamic Time Warping (DTW) is an off-line alignment
method for two time series based on a local cost measure
and an alignment cost matrix computed using dynamic pro-
gramming, where each cell contains the costs of the opti-
mal alignment up to this cell. After the matrix computa-
tion is completed the optimal alignment path is obtained
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Figure 2. Illustration of the ODTW algorithm, showing
the iteratively computed forward path (white), the much
more accurate backward path (grey, also catching the one
onset that the forward path misaligned), and the correct
note onsets (yellow crosses, annotated beforehand). In the
background the local alignment costs for all pairs of cells
are displayed. Also note the white areas in the upper left
and lower right corners, illustrating the constrained path
computation around the forward path.

by tracing the dynamic programming recursion backwards
(backward path).

Originally proposed by Dixon in [4], the ODTW algo-
rithm is based on the standard DTW algorithm, but has two
important properties making it useable in real-time sys-
tems: the alignment is computed incrementally by always
expanding the matrix into the direction (row or column)
containing the minimal costs (forward path), and it has lin-
ear time and space complexity, as only a fixed number of
cells around the forward path is computed.

At any time during the alignment it is also possible to
compute a backward path starting at the current position,
producing an off-line alignment of the two time series which
generally is much more accurate. This constantly updated,
very accurate alignment of the last couple of seconds is
used heavily in our system to improve the alignment accu-
racy (see Section 4). See also Figure 2 for an illustration
of the above-mentioned concepts.

4. THE FORWARD-BACKWARD STRATEGY

Some improvements to this algorithm, focusing both on in-
creasing the precision and the robustness of the algorithm,
were presented in [3] and are incorporated in our system.
Most importantly, this includes the ‘forward-backward strat-
egy’, which reconsiders past decisions (using the backward
path) and tries to improve the precision of the current score
position hypothesis.

More precisely, the method works as follows: After ev-
ery frame of the live input a smoothed backward path is
computed, starting at the current position (i, j) of the for-
ward path. By following this path b = 100 steps backwards
on the y-axis (the score) one gets a new point which lies
with a high probability nearer to the globally optimal align-
ment than the corresponding point of the forward path.

Starting at this new point another forward path is com-
puted until a border of the current matrix (either column %
or row j) is reached. If this new path ends in (i, j) again,
this can be seen as a confirmation of the current position.
If the path ends in a column k < %, new rows are calculated
until the current column ¢ is reached again. If the path ends
inarow [ < j, the calculation of new rows is stopped until
the current row j is reached.

5. A SIMPLE TEMPO MODEL

We also introduced a tempo model to our system [1], a
feature which has so far been neglected by music trackers
based on DTW.

5.1 Computation of the Current Tempo

The computation of the current tempo of the performance
(relative to the score representation) is based on a con-
stantly updated backward path starting in the current po-
sition of the forward calculation. Intuitively, the slope of
such a backward path represents the relative tempo differ-
ences between the score representation and the actual per-
formance. Given a perfect alignment, the slope between
the last two onsets would give a very good estimation about
the current tempo. But as the correctness of the alignment
of these last onsets generally is quite uncertain, one has to
discard the last few onsets and use a larger window over
more note onsets to come up with a reliable tempo estima-
tion.

In particular, our tempo computation algorithm uses a
method described in [5]. It is based on a rectified version of
the backward alignment path, where the path between note
onsets is discarded and the onsets (known from the score
representation) are instead linearly connected. In this way,
possible instabilities of the alignment path between onsets
(as, e.g., between the 2" and 3"¢ onset in the lower left
corner in Fig.2) are smoothed away.

After computing this path, the n = 20 most recent note
onsets which lie at least 1 second in the past are selected,
and the local tempo for each onset is computed by consid-
ering the slope of the rectified path in a window with size 3
seconds centered on the onset. This results in a vector v; of
length n of relative tempo deviations from the score repre-
sentation. Finally, an estimate of the current relative tempo
t is computed using Eq.1, which emphasizes more recent
tempo developments while not discarding older tempo in-
formation completely, for robustness considerations.
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Of course, due to the simplicity of the procedure and
especially the fact that only information older than 1 sec-
ond is used, this tempo estimation can recognize tempo
changes only with some delay. However, the computation
is very fast, which is important for real-time applications.

In [1] we also introduced a more sophisticated tempo
model, which is based on a prior analysis of other perfor-
mances of the piece in question. This feature was deacti-
vated for the MIREX submission.

5.2 Feeding Tempo Information to the ODTW

Based on the observation that both the alignment preci-
sion and the robustness directly depend on the similarity
between the tempo of the performance and the score rep-
resentation, we now use the current tempo estimate to alter
the score representation on the fly, stretching or compress-
ing it to match the tempo of the performance as closely as
possible. This is done by altering the sequence of feature
vectors representing the score audio. The relative tempo is
directly used as the probability to compress or extend the
sequence by either adding new vectors or removing vec-
tors.

More precisely, after every incoming frame from the
live performance, and before the actual path computation,
the current relative tempo ¢ is computed as given above,
where ¢ = 1 means that the live performance and the score
representation currently are in the exact same tempo and
t > 1 means that the performance is faster than the score
representation. The current position in the score p; is given
by the forward path and thus coincides with the index of
the last processed frame of the score representation. If
a newly computed random number r between 0 and 1 is
larger than ¢ (or % if £ > 1) an alteration step takes place.
If t > 1, a feature vector is removed from the score repre-
sentation by replacing ps + 1 and ps + 2 with a mean vector
of ps + 1 and p, + 2. And if ¢ < 1, a new feature vector,
computed as the mean of pg and ps + 1 is inserted next into
the sequence between p, and p;+1. As our system is based
on features emphasizing note onsets, score feature vectors
representing onsets (which are known from the score) are
not duplicated, as more (and wrong) onsets would be in-
troduced to the score representation. In such cases the al-
teration process is postponed until the next frame. Further-
more, to avoid that the system could get stuck at one frame,
alterations may take place at most 3 times in a row.

6. ‘ANY-TIME’ MUSIC TRACKING

Our system also includes a unique feature, namely the abil-
ity to cope with arbitrary structural deviations (e.g. large
omission, (re-)starts in the middle of a piece) during a live
performance. While previous systems — if they did deal
at all with serious deviations from the score — had to rely
on explicitly provided information about the structure of a
piece of music and points of possible deviation (e.g., no-
tated repeats, which a performer might or might not obey),
our system does without any such information and contin-
uously checks all (!) time points in the score as alternatives

to the currently assumed score position, thus theoretically
being able to react to arbitrary deviations (jumps etc.) by
the performer.

As the data for this MIREX task does not include such
deviations from the score, this feature was deactivated for
the evaluation runs. For further information about our ‘any-
time’ music tracking system we refer the reader to [2].

7. RESULTS

Coming soon ...

8. FURTURE WORK

An important direction for future work is the introduction
of explicit event detection into our system, based on both
an estimation of the timing and an analysis of the incoming
audio frames. This would increase the alignment precision
especially for sparse and/or monophonic music.
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