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ABSTRACT

In this paper, we depict our system submitted to MIREX
2010 for the multiple fundamental frequency estimation
and tracking evaluation task ! . The system is actually tai-
lored to real-time transcription of piano music for live per-
formances. We consider real-world setups where the mu-
sic signal arrives incrementally to the system and is tran-
scribed as it unfolds in time. The problem of real-time tran-
scription is addressed with a modified non-negative matrix
factorization scheme, called non-negative decomposition,
where the incoming signal is projected onto a fixed ba-
sis of templates learned off-line prior to the decomposi-
tion. We employ non-negative matrix factorization with
the B-divergence to achieve the real-time decomposition.

1. INTRODUCTION

In general terms, non-negative matrix factorization (NMF)
is a technique for data analysis where the observed data
are supposed to be non-negative [6]. Given an n X m non-
negative matrix V and a positive integer < min(n,m),
NMF tries to factorize V into an n X r non-negative matrix
W and an r X m non-negative matrix H such that:

V ~ WH ey

The aim is thus to find the factorization which optimizes
a given goodness-of-fit measure, called cost function, such
as the Euclidean distance used in the standard formulation.

In this paper, we employ NMF techniques to develop a
real-time system for polyphonic music transcription. This
system is thought as a front-end for musical interactions
in live performances. Among applications, we are inter-
ested in computer-assisted improvisation for instruments
such as the piano. We invite the curious reader to visit the
companion website > for complementary information and
additional resources. The proposed system is addressed
with an NMF scheme called non-negative decomposition
where the signal is projected in real-time onto a basis of
note templates learned off-line prior to the decomposition.

! This paper is an extended abstract of our ISMIR 2010 paper [2].
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The paper is organized as follows. In Section 2, we
focus on NMF with the -divergence and provide a mul-
tiplicative update tailored to real-time decomposition. In
Section 3, we depict the general architecture of the real-
time system proposed for polyphonic music transcription.

In the sequel, uppercase bold letters denote matrices,
lowercase bold letters denote column vectors, lowercase
plain letters denote scalars. R4 and R, denote respec-
tively the sets of non-negative and of positive scalars. The
element-wise multiplication and division between two ma-
trices A and B are denoted respectively by A ® B and %.
The element-wise power p of A is denoted by AP.

2. NON-NEGATIVE DECOMPOSITION WITH
THE BETA-DIVERGENCE

In this section, we define the §-divergence and then dis-
cuss its use as a cost function for NMF. We finally for-
mulate the non-negative decomposition problem with the
(-divergence and give multiplicative updates tailored to
real-time for solving it.

2.1 Definition of the beta-divergence

The (§-divergences form a parametric family of distortion
functions [3]. For any # € R and any points z,y € R,
the (-divergence from x to y is defined as follows:
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As special cases when § = 0 and 3 = 1, taking the limits
in the above definition leads respectively to the well-known
Itakura-Saito and Kullback-Leibler divergences:
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For 3 = 2, the B-divergence specializes to the widely used
half squared Euclidean distance:

dpmalely) = dp(aly) = 5 (=) ©)

2.2 NMF and the beta-divergence

Starting with the scalar divergence in Equation 2, a matrix
divergence can be constructed as a separable divergence,
i.e. by summing the element-wise divergences. The NMF



problem with the (3-divergence then amounts to minimiz-
ing the following cost function subject to non-negativity of
both W and H:

Ds(VIWH) =) dg(vy; |[WHJ;)) (©)
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2.3 Problem formulation and multiplicative update

We now formulate the problem of non-negative decompo-
sition with the (3-divergence. We assume that W is a fixed
dictionary of note templates onto which we seek to decom-
pose the incoming signal v as v &~ Wh. The problem is
therefore equivalent to minimizing the following cost func-
tion subject to non-negativity of h:

Dp(v|Wh) = Z dg(vi | [Wh],) )

To solve this problem, we update h iteratively by using
a vector version of the corresponding multiplicative update
proposed in the literature [1]. As W is fixed, we never
apply its respective update. The algorithm thus amounts to
repeating the following update until convergence:

W7 (Wh)#~2 g v)
WT (Wh) A1
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Concerning implementation, we can take advantage of
W being fixed to employ a multiplicative update tailored
to real-time decomposition. Indeed, after some matrix ma-
nipulations, we can rewrite the updates as follows:

(W (vel))" (Wh)# 2

h—h® 1
WT(Wh)
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where e is a vector full of ones. This helps to reduce
the computational cost of the update scheme as the matrix

(W (ve)) " heeds only to be computed once.

3. GENERAL ARCHITECTURE OF THE SYSTEM

In this section, we present the real-time system proposed
for polyphonic music transcription. The general architec-
ture is shown schematically in Figure 1. The right side of
the figure represents the music signal arriving in real-time,
and its decomposition onto notes whose descriptions are
provided a priori to the system as templates. These tem-
plates are learned off-line, as shown on the left side of the
figure, and constitute the dictionary used during real-time
decomposition. We describe the two modules and the tun-
ing of the system hereafter.

3.1 Note template learning

The learning module aims at building a dictionary W of
note templates onto which the polyphonic music signal is
projected during the real-time decomposition phase.

In the present work, we use a simple rank-one NMF
with the standard cost function as a learning scheme. We
suppose that the user has access to isolated note samples of
the instruments to transcribe, from which the system learns
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Figure 1. Schematic view of the general architecture.

characteristic templates. The whole note sample £ is first
processed in a short-time sound representation supposed to
be non-negative and approximatively additive (e.g. a short-
time magnitude spectrum). The representations are stacked
in a matrix V*) where each column v§-k> is the sound rep-
resentation of the j-th time-frame. We then solve standard
NMF with V) and a rank of factorization r = 1, using
the multiplicative updates of standard NMF. This learning
scheme simply gives a template w ) for each note sample.

3.2 Music signal decomposition

Having learned the templates, we stack them in columns
to form the dictionary W. The problem of real-time tran-
scription then amounts to projecting the incoming music
signal v; onto W, where v; share the same representa-
tional front-end as the note templates. The problem is thus
equivalent to a non-negative decomposition v; ~ Wh;
where W is kept fixed and only h; is learned. The learned
vectors h; would then provide successive activations of the
different notes in the music signal. We learn the vectors h;
by employing the 3-divergence as a cost function and the
multiplicative update tailored to real-time decomposition
given in Equation 8.

As such, the system reports only a frame-level activity
of the notes. Some post-processing is thus needed to ex-
tract more information about the eventual presence of the
notes, and provide a symbolic representation of the music
signal for transcription. We use here a simple threshold-
based detection followed by a minimum duration pruning.

3.3 System tuning

The proposed system is actually tailored to piano music
transcription. The system was tuned manually on a test
dataset of 25 musical excerpts from the MIDI-Aligned Pi-
ano Sounds (MAPS) database [4].

For template learning, we used isolated piano samples
from MAPS and from the Real World Computing (RWC)
database [5]. One template was learned for each of the 88
notes of the piano using corresponding isolated samples.



More precisely, for each note of the piano, we concatenated
nine samples corresponding to three different pianos: two
pianos from MAPS and one piano from RWC, and to three
different dynamics: piano, mezzo forte and forte. A stan-
dard rank-one NMF with normalization of the encodings
coefficients was run on each of the concatenated samples
to learn the respective note templates.

We employed a simple short-time magnitude spectrum
representation, with a frame size of 50 ms leading to 630
samples at a sampling rate of 12600 Hz, and computed
with a zero-padded Fourier transform of 1024 bins. The
frames were windowed with a Hann function, and the hop-
size was set to 25 ms for template learning and refined to
10 ms for decomposition.

For the non-negative decomposition, 3 was set to 0.5.
The threshold for detection was set empirically to 0.02 and
the minimum duration for pruning was set to 50 ms.

4. CONCLUSION

In this paper, we have presented a real-time system for
polyphonic music transcription based on NMF techniques
with the (-divergence as a cost function. The interested
reader can find additional information on the companion
website and in our ISMIR 2010 paper [2]. Last but not
least, the proposed system is currently under development
for the Max/MSP real-time computer music environment
and will be soon available for free download on the com-
panion website.
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