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ABSTRACT

In our submission we use a set of so-called block-level fea-
tures (BLF) for three different tasks, namely genre classi-
fication, tag classification and music similarity estimation.
Compared to the submission in 2010 two additional fea-
ture were added to the feature set. This abstract gives an
overview on the feature set and presents some specific de-
tails of the submitted algorithms.

1. INTRODUCTION

In our system the same set of features is extracted for all
three tasks. The feature extraction is implemented in MAT-
LAB. All submitted algorithms also contain a classification
part, which is based on the WEKA machine learning tool-
box [3]. In the following subsection we first discuss the
audio features set used in our submissions especially point-
ing out the differences to the last year’s submission. Then
in the subsequent sections we discuss the most important
algorithmic details of our submissions.

2. AUDIO FEATURES

In all our submissions we extract the same set of block-
level features (BLF), as we did in our last year’s submis-
sion [18]. Compared to our 2010 submission two addi-
tional features (GT, LSG) are extracted within the pro-
posed block-processing framework. Altogether, the ex-
tracted feature set consists of the following BLF:

• Spectral Pattern (SP)

• Delta Spectral Pattern (DSP)

• Variance Delta Spectral Pattern (VDSP)

• Logarithmic Fluctuation Pattern (LFP)

• Correlation Pattern (CP)

• Spectral Contrast Pattern (SCP)

• Local Single Gaussian Model (LSG)

• George Tzanetakis Model (GT)
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For a more detailed description of these features and
their extraction process we refer to [17, 19, 20]. Here we
only briefly present the specific details of the newly intro-
duced patterns in our feature set.

2.1 Local Single Gaussian Model (LSG)

The Local Single Gaussian Model is a timbral feature. Sim-
ilar to [10] for each block — in this case a block consists of
a consecutive set of 100 MFCC frames — the mean and co-
variance over the block’s MFCCs feature vectors are com-
puted. Together mean and covariance form the local fea-
ture vector. To come up with a global song-level feature
vector mean and variance are computed separately for each
dimension of the local feature vectors.

2.2 George Tzanetakis Model (GT)

The GT model is another timbral feature based on MFCCs.
In contrast to standard MFCCs 200 Mel filters and 50 MFCC
coefficients are used to more precisely model the spectral
envelope of an audio frame. Then similarly to [22] together
mean and standard deviation over a block’s MFCC vectors
form the local feature vector and finally the local feature
vectors are once more summarized using mean and vari-
ance to generate the global song-level feature vector.

Figure 1 visualizes the proposed set (except the LSG
and GT model, which do not have an obvious visual rep-
resentation) of features for two different songs, a Hip-Hop
and a Jazz song.

3. GENRE CLASSIFICATION

The genre classification approach itself is rather straight
forward. The presented block-level features are combined
into a single feature vector that forms the input to the clas-
sification stage. To train and predict genre labels the WEKA
support vector machine implementation (SMO) is used.
Comparing the results to our MIREX 2010 submission we
obtain improved classification results on some well-known
datasets (see table 1). According to these experiments the
newly introduced block-level features seem to further im-
prove the classification accuracy of our system.

4. AUTOMATIC TAG PREDICTION

In general tag prediction can be viewed as a simple ex-
tension of the genre classification approach from single to



Figure 1. Visualization of the proposed block-level pat-
terns for a Hip-Hop song (upper) and a Jazz song (lower).

multi-label classification. In tag classification there is, in-
stead of a single classifier like in genre classification, one
classifier per tag. In contrast to our last year’s submission,
where we made use of a PCA to reduce the high dimen-
sionality of the block-level feature set in order to reduce
the runtime, this year we directly use the full feature set.
To meet the runtime requirements the SVM classifier was
replaced by a random forest classifier. According to our
experiments this approach clearly outperformed our 2010
submission. Furthermore, we swapped from using a fixed
binarization threshold to also using a dynamic threshold as
proposed in [11].

5. MUSIC SIMILARITY ESTIMATION

Our music similarity estimation approach is based on two
distinct components: Block-Level Feature Similarity and
Tag Affinity Based Similarity. The following two subsec-
tions present the algorithmic details of these two compo-
nents.

5.1 Block-Level Feature Similarity

To directly estimate music similarity based on the presented
block-level features we follow the approach presented in
[19]. First, pairwise song similarities are estimated by
computing the Manhattan distance for each of the presented
block-level features separately (expect for the LSG pattern
which is not used in this task). Then in a second step the
individual distance matrices resulting from the individual
patterns are combined into a single distance matrix. This
is realized by by first normalizing the individual distance
matrices using a distance space normalization approach
(DSN) [14, 16, 19] and then combining the individual ma-
trices by summing up the corresponding pairwise distances
over all matrices. The weights for the contribution of the

Reference Dataset Accuracy
Tazanetakis et al. [23] GTZAN 61.00%

Holzapfel et al. [4] GTZAN 74.00%
Lidy et al. [9] GTZAN 76.80%

Seyerlehner et al. [17] GTZAN 77.96%
Panagakis et al. [12] GTZAN 78.20%

Li. et al. [8] GTZAN 78.50%
Bergstra et. al. [1] GTZAN 83.00%

MIREX 2010 Submission GTZAN 85.49%
MIREX 2011 Submission GTZAN 87.03%

Panagakis et al. [13] GTZAN 92.40 %
Panagakis et al. [12] ISMIR2004all 80.95%

Lidy et al. [9] ISMIR2004all 81.40%
Seyerlehner et al. [17] ISMIR2004all 83.72%

MIREX 2010 Submission ISMIR2004all 88.27%
MIREX 2011 Submission ISMIR2004all 88.52%

Pohle et al. [15] ISMIR2004all 90.04%
Panagakis et al. [13] ISMIR2004all 94.38 %
Holzapfel et al. [5] Ballroom 86.90%

Jensen et al. [6] Ballroom 89.00%
Pohle et al. [15] Ballroom 89.20%

MIREX 2010 Submission Ballroom 92.44%
MIREX 2011 Submission Ballroom 92.51%
MIREX 2010 Submission Homburg 60.37%
MIREX 2011 Submission Homburg 61.74%
MIREX 2010 Submission 1517-Artists 50.92%
MIREX 2011 Submission 1517-Artists 52.79%
MIREX 2010 Submission Unique 75.41%
MIREX 2011 Submission Unique 75.86%

Table 1. Comparison of classification accuracies achieved
by music genre classification approaches.

individual patterns to the overall similarity are the same as
last year and are defined in [19]. For the GT model, which
was not part of the last year’s algorithm we set the weight
to w = 1.

5.2 Tag Affinity Based Similarity

For the tag affinity based music similarity as proposed in
[2,24] we use a set of about 1500 classifiers pretrained on 4
different tag collections yielding a probabilistic tag affinity
vector per song. The training data contained the Magnata-
gatune [7] dataset and three additional datasets. Then for
each dataset separately a similarity estimate is derived us-
ing the Manhattan distance between the auto-tag vectors of
each pair of songs. The similarity estimates resulting from
each dataset are then once more combined using the DSN
approach .

Finally, to generate the overall similarity matrix the ma-
trices of both components (Block-Level Similarity and Tag
Affinity Based Similarity) are simply added to combine
them. Comparing this slightly modified algorithm to our
last year’s submission, preliminary experiments indicated
an improvement of the artist filtered genre clustering eval-



uation criterion. This is also inline with the results from
the MIREX evaluation, where SSPK2 yielded a artist fil-
tered genre neighbourhood clustering of 59.67%, while
SSKS3 achieves 60.12%. In contrast to our expectations
both broad and fine scores decreased slightly. One possible
explanation could be the portfolio effect [21] and refining
this task by portfolio filtering the generated recommenda-
tions would be reasonable.
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