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ABSTRACT

A method for the estimation of music similarity based on
the use of the standardized variogram as clustering algo-
rithm for Mel Frequency Cepstral Coefficients, is detailed
in this report. The standardized variogram is used for the
compression of the information of MFCCs. The algorithm
is submitted to the Audio Music Similarity task of MIREX
2011, in occasion of the 12th ISMIR Conference.

1. INTRODUCTION

In MIR community, many different approaches for auto-
matic music recommendation are based on the retrieval of
content-based descriptors that are able to estimate the audio
similarity and, somehow, simulate the performance of the
human brain with regard to the evaluation of music similar-
ity.

Many classes of descriptors have been proposed for Au-
dio Music Similarity (AMS). Logan and Salomon [4] and
Foote [2] proposed the first examples of application of the
Mel Frequency Cepstral Coefficients for the evaluation of
music similarity and recommendation.

In the framework of the MIREX 2011 the method de-
scribed in [7] is proposed for the AMS task.

2. TIMBRE DESCRIPTOR

As early described by Foote [2] and Logan [5], the Mel Fre-
quency Cepstral Coefficients are one of the most widely rec-
ognized spectral descriptors for music modeling and they
have also been successfully employed in speech recognition
tasks.

Depending on the methodology employed for the calcu-
lation of the MFCCs, some form of compression of the in-
formation is necessary in order to extract a compact rep-
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resentation of the cepstral behavior of the whole signal, to
be used as a comparison mean among the different songs.
Many authors proposed different solutions to this end. Pam-
palk [6], Foote [2], Aucouturier and Pachet [1] and Logan
and Salomon [4] employ different approaches based on Gaus-
sian Mixture Models, tree structured quantization, Monte
Carlo distance and k-means method clustering, respectively.

2.1 The standardized variogram

The term ‘variogram’ stands for a statistical function de-
scribing the structured spatial/temporal evolution of a ran-
dom field [8]. It is widely employed in Geostatistics for the
so called Exploratory Spatial Data Analysis (ESDA), with
the aim to describe the spatial autocorrelation of environ-
mental variables. The Variogram can be employed in a uni-
dimensional field as well, to study the time variability of an
audio signal [3].

The variogram is defined as the semi-variance of the in-
crement[zα − zα+h], wherezα andzα+h are two random
variablesz separated by the distanceh. So, under the as-
sumption of stationarity and ergodicity of the random vari-
able, the experimental variogram (or semi-variance) can be
defined as follows:

γ(h) =
1

2N(h)

Nh
∑

α=1

[zα − zα+h]
2 (1)

whereNh is the number of possible pairs of samples of the
random process separated by distanceh.

The experimental variogram can be fitted by a theoreti-
cal function, among a series of specific ‘authorized’ mod-
els [8]. The theoretical variogram is strongly related with
the auto-covariance function of the increment:Cov(h) ≡

Cov(zα, zα+h). In particular, we can express the variogram
in terms of the covariance function:

γ(h) = Cov(0)− Cov(h) (2)

Hence, the typical shape of a variogram function fulfills:

• Its value at zero is zero:
γ(h = 0) = Cov(0)− Cov(h = 0) = 0.



• It is a monotonically increasing function, because the
corresponding covariance of the samples in a pair de-
creases with the distance.

• It tends asymptotically to the global variance of the
random variable (its own autocovariance):
γ(h ≫ 0) = Cov(0)− Cov(h ≫ 0) ∼= Cov(0).

In Figure 1, a typical experimental variogram of an audio
signal is shown. The shape of the variogram well sumarizes
the structural variability of a signal.
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Figure 1. An example of a typical experimental standard-
ized variogram of an audio signal.

In this algorithm, the variogram is employed as a clus-
tering tool for the MFCCs of an audio signal. In [7] more
details on the ability of the variogram to represent the cep-
stral content of different audio sources are provided, as well
as a more formal description of the variogram function.

The MFCCs matrices are computed for 12 DCT coeffi-
cients (from the 2nd to the 13th) and the temporal variability
of each of the coefficients is described by means of the com-
putation of the variogram function. In order to compress this
information, the variogram is computed on a reduced num-
ber of distance lags (10), logarithmically distributed, and its
values are normalized by the global variance (standardized
variogram) [7].

The result is a compressed matrix of 12x10 elements (the
song signature) that is conveniently reshaped in a vector of
120 elements with the aim of making simple the comparison
of the cepstral signatures of the songs.

3. CALCULUS OF THE DISTANCE MATRIX

In this framework, the Euclidean distance (the two-norm of
the difference) of the descriptor vectors is employed as sim-
ilarity measure among the songs. The distance is weighted
in the case of the variogram-based descriptor, in order to
give more relevance to the first lag values, where most of
the information on structural variability of the timbre canbe
found. The weights are defined by the following expression:

W (l) =

{

20 l = 1

11− 10x/10 l > 1
(3)

wherel is the lag ordinal withl = 1, 2, . . . , 10. The weights
decrease logarithmically with the lags, with the exception
of the first value (lag = 1) that is manually fixed to approx-
imately twice the second value (see Figure 2). Finally, the
weights are normalized so that their values sum 1.
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Figure 2. The weights applied to the Euclidean distance for
the variogram-based descriptor. The values are normalized
so that their values sum 1.

Both a full dense matrix and a sparse matrix of the 100
most similar elements for each song are found.
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