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ABSTRACT 

The system uses two types of effective features for genre 
classification. The MLVF (multi-level visual feature) can 
capture the characteristics of a spectrogram’s texture 
from both local and global views. On the other hand, 
acoustic features are extracted using universal back-
ground model and maximum a posteriori adaptation can 
represent global timbre characteristics. Based on these 
two types of features, we then employ SVM to perform 
the final classification task. 

1. INTRODUCTION 

This submission is an extension of our previous work [1] 
which combines the acoustic based GSV (Gaussian Super 
Vector) [2][3] and song-level visual feature. This feature 
combination is considered to be effective since we won 
the second place for the MIREX 2011 genre classification 
task [4]. In the MIREX 2012 submissions, we improve 
the proposed visual feature which contains the song-level 
visual feature and the beat-level visual feature. For song-
level visual features, we use Gabor filter bank to extract 
texture information from the octave-based subbands of 
spectrogram for each music clip. On the other hand, for 
beat-level visual features, we apply a beat tracking algo-
rithm to obtain beat synchronized features. The rest of 
this extended abstract is organized as follows: Section 2 
introduce the acoustic feature. Section 3 briefly describes 
the MLVF. Experimental results are shown in Section 4. 

2. ACOUSTIC FEATURES 

The GSV is applied as our acoustic feature, since it dem-
onstrated the discriminative power of previous MIREX 
competition [2]. Here we follow the method in [3]. First 
of all, a universal background model (UBM) is trained 
from a huge music dataset by using a Gaussian mixture 
model (GMM) to represent the common distribution of 
short term features (e.g. MFCCs). The music collection 
consists of nearly 2000 music clips over different genres. 
The number of Gaussian mixture component is set to be 
30. Next, for a particular music clip, we take the UBM as 
a prior distribution and use maximum a posterior (MAP) 
adaptation to establish the corresponding GMM. Thus 
each music clip can be represented by a set of GMM pa-
rameters called GSV. 

3. VISUAL FEATURES 

The proposed MLVF includes the song-level visual fea-
ture and the beat-level visual feature. The flowchart of 
the proposed MLVF (multi-level visual feature) is shown 
in figure 1. First, we convert each music clip into spec-
trogram via STFT and perform Gabor filtering to extract 
visual features. The spectrogram is first divided into the 
following octave-based subbands: 0~200Hz, 200~400Hz, 
400~800Hz, 800~1600Hz, 1600~3200Hz, 3200~8000Hz, 
and 8000~11025Hz. That is, the original spectrogram im-
age is divided into 7 sub-images. Second, we construct a 
Gabor filter bank with 6 orientations and 5 scales.  Then, 
each sub-image is filtered with Gabor filter bank. 
 
For the song-level visual feature, the mean and standard 
deviation of the filtering result are used as the features. 
For the beat-level visual feature, it can be extracted in the 
similar way, but it resorts to a beat tracking algorithm to 
obtain beat information of each music clip. We applied 
the beat tracking algorithm proposed by Dan Ellis [5].  
 
We had two submissions for the train/test task. For the 
submission WJ1, the second domain tempo (T2) is se-
lected as the tempo parameter in the beat tracking algo-
rithm.  On the other hand, for the submission WJ2, the 
first domain tempo (T1) is selected as the tempo parame-
ter in the beat tracking algorithm. 

 

Figure 1. Flowchart of the proposed multi-level visual 
feature. 
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4. RESULTS 

The results of our submissions for the MIREX 2012 
train/test task are shown in figure 2-5. The train/test task 
includes the genre classification (mixed), genre classifica-
tion (Latin), mood classification and Classical composer 
identification. Experimental results show that our sub-
missions achieved the best result for the genre classifica-
tion (mixed) task.  In addition, our submissions also 
achieved satisfactory results for the mood classification 
and Classical composer identification.  

 

Figure 2. Comparison to other submissions for the MIREX 
2012 genre classification (mixed). 

 

 

Figure 3. Comparison to other submissions for the MIREX 
2012 genre classification (Latin). 

 

 

Figure 4. Comparison to other submissions for the MIREX 
2012 mood classification. 

 

 

Figure 5. Comparison to other submissions for the 
MIREX 2012 Classical composer identification. 
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Genre Classification (Latin)
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