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ABSTRACT 

Our submissions apply two types of features, including 
visual features and acoustic features. The visual features 
can capture characteristics of a spectrogram’s texture 
from both local and global views. On the other hand, 
acoustic features are used to represent global timbre char-
acteristics.  The two types of features are concatenated to 
a single long feature vector. Then SVM is used for classi-
fication. 

1. INTRODUCTION 

Our submissions in MIREX 2011 are based on our previ-
ous work [1], which combines the acoustic based GSV 
(Gaussian Super Vector) [2][3] and song-level-based tex-
ture features to form a new feature set. This feature set 
can be considered as effective since it won the first place 
for the MIREX 2011 genre classification task [4]. In our 
MIREX 2012 submissions, the feature set contain GSV, 
song-level-based and beat-level-based texture features.  
As for our MIREX 2013 submission JJ1, we add the beat-
level-based heterogeneity features on the same feature set 
that were used in MIREX 2012. The new features provide 
heterogeneity measure of spectrogram’s texture of IBIs 
(Interbeat Intervals).  Besides, our MIREX 2013 submis-
sion JJ2 is the same as our MIREX 2012 submission, 
which is used for comparison.  The rest of this extended 
abstract is organized as follows: Section 2 introduce the 
acoustic feature. Section 3 briefly describes the proposed 
visual features. Experimental results are shown in Section 
4. 

2. ACOUSTIC FEATURES 

The GSV is applied as our acoustic feature, since it 
demonstrated the discriminative power of previous 
MIREX competition [2]. Here we follow the method in 
[3]. First of all, a universal background model (UBM) is 
trained from a huge music dataset by using a Gaussian 
mixture model (GMM) to represent the common distribu-
tion of short term features (e.g. MFCCs). The music col-
lection consists of nearly 2000 music clips over different 
genres. The number of Gaussian mixture component is 
set to be 30. Next, for a particular music clip, we take the 
UBM as a prior distribution and use maximum a posterior 
(MAP) adaptation to establish the corresponding GMM. 
Thus each music clip can be represented by a set of 
GMM parameters called GSV. 

3. VISUAL FEATURES 

The proposed visual features include song-level-based 
texture features, beat-level-based texture features, and 
beat-level-based heterogeneity features. The flowchart of 
the proposed visual features is shown in Fig. 1. First, we 
convert each music clip into spectrogram via STFT and 
perform Gabor filtering. The spectrogram is divided into 
the following octave-based subbands: 0~200Hz, 
200~400Hz, 400~800Hz, 800~1600Hz, 1600~3200Hz, 
3200~8000Hz, and 8000~11025Hz. That is, the original 
spectrogram image is divided into 7 sub-images. Second, 
we construct a Gabor filter bank with 6 orientations and 5 
scales.  Then, each sub-image is filtered with the Gabor 
filter bank. 

For song-level-based texture features, the mean and 
standard deviation of Gabor filtering results are used as 
features. For beat-level-based texture features, we apply a 
beat tracker [5] to divide Gabor filtering results of the 
spectrogram into IBIs. Then we also use mean and stand-
ard deviation for these IBIs as features. For beat-level-
based heterogeneity features, they can be extracted from 
the SSM (Self-Similarity Matrix) of the IBIs’ texture. 
This feature can be used to describe the heterogeneity of 
spectrogram texture of each octave-based subband. 

 

Figure 1. Flowchart of the proposed visual features. 
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4. RESULTS 

The results of our submissions are shown from Fig. 2 to 
Fig. 4. Experimental results show that our submissions 
achieve the best accuracy for genre classification (mixed) 
and mood classification tasks. In both tasks, our JJ1 per-
form better than JJ1, demonstrating the usefulness of our 
beat-level-based heterogeneity features. For the genre 
classification (Latin) task, AP1 and SSKS1 perform bet-
ter than our submissions.  
 
 

 

Figure 2. Comparison with other submissions for the MIREX 
2013 genre classification (mixed) task. 

 

 

Figure 4. Comparison with other submissions for the MIREX 
2013 mood classification task. 

 

  

Figure 3. Comparison with other submissions for the MIREX 
2013 genre classification (Latin) task. 
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