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ABSTRACT 

In this submission, we applied feature detector on spec-
trogram to capture higher level features. We used feature 
maps to capture percussion and harmonic components, 
respectively. Finally the down sampled features are con-
nected to a multi-layer network classifier. 

1. INTRODUCTION  

This work is inspired by convolutional neural net-
work(CNN). We propose using CNN on spectrogram. 
First we retain only the amplitude of spectrogram and 
discard the phase of spectrogram.  Then use feature de-
tectors (filters) to convolve the spectrogram and get fea-
ture maps. Then a sub-sample layer is applied to reduce 
the dimension. Finally, the extracted features are catenat-
ed and connected to a multi-layer perceptron (MLP).  

2. FEATURE EXTRACTION  

2.1 Receptive Fields & Feature detector 

We first applied STFT on 8k sampled monaural audio 
and get spectrogram. Window size is 512, overlap is 256. 
Then we applied CNN inspired by image processing on 
spectrogram. First, we introduce the feature detector. 
They are some small blocks of size 7*7, shown in figure 
1. The black point represents 1 and white point represents 
0. Each of the feature detector can capture different kinds 
of features such as percussion and harmony in spectro-
gram.  

 

Figure 1. Feature detectors. 

Fig. 1(a): capture percussive component. 

Fig. 1(b): capture down slide component.  

Fig. 1(c): capture harmonic component.  

Fig. 1(d): capture up slide component.  

Then we apply convolution operation on spectrogram us-
ing these filters and get four feature maps, as shown in 
Fig 2.  

 

Figure 2. Structure of  convolution neural network. 

2.2 Sub-sample Layer 

We use a 9*9 maximum sub-sample matrix on each of 
feature map to reduce dimension. So the number of 
weights decrease to !

!"
 of original. We choose maximum 

operator because it is the simplest to implement.  

3. CLASSIFICATION 

Finally the output of sub-sample layer is connected to 
multi-layer perceptron (we use some code from UFLDL 
http://deeplearning.stanford.edu/wiki/index.php/UFLDL_
Tutorial). We applied aggregation on time scale to get 
better results. The input nodes' number is 28(per feature-
map) * 4(number of  maps) * 5(aggregation on time scale) 
= 560. The hidden nodes' number is 300. The output 
nodes' number is 10(classes).  All the code is written in 
Matlab.  
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