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I. ABSTRACT 

In this submission we have built an ensemble using multiple 

feature extraction techniques and distance measures. The idea 

behind an ensemble is to reduce the variance of the model. In 

this submission we have used stacking to combine multiple 

models.  

II. INTRODUCTION  

This submission extends the ideas from previous 
submissions and uses a stack of different features and distance 
measures.  Ensemble [1] uses multiple models for a particular 
task and makes the overall model more stable across multiple 
data sets. The entire process is implemented in Java, for feature 
extraction we’ve used the “Audio Feature Extraction Toolkit 
from Vienna University of Technology”[2], “jAudio”[3] and 
“CoMIRVA”[4]. We have implemented the different distance 
measures and the underlying feature summarizations in Java. 

III. FEATURES 

We have used both timbral and rhythm features. 

A. MFCC Single Vector 

We have summarized 20 MFCC features over a texture 
window of 40 analysis frames by taking running mean and 
standard deviation to get a single vector representation. 
Euclidean L2 Norm has been used as the similarity measure [5] 
[6] 

B. MFCC Multivariate Gaussian Distribution  

We have approximated each track as a multivariate 
Gaussian distribution [7]. To describe the distribution we have 
used the mean vector and covariance matrix of 20 MFCC 
features computed for each analysis window of size 512 
samples, sampled at 22050Hz. Jensen – Shannon  Divergence 
has been used as the similarity measure.[8] 

C. Statistical Spectrum Descriptor (SSD) 

Statistical Spectrum Descriptor [9] - The spectrum is 
transformed into Bark scale. The audio track is described by 
the following statistical moments on the values of each of the 
24 critical bands: mean median, variance, skewness, kurtosis, 
min-value and max-value. Euclidean L1 Norm has been used 
as the similarity measure  

D. Fluctuation Pattern (FP) 

Fluctuation Pattern [10] describes the amplitude modulation 
of loudness per frequency band and describes the 
characteristics of the audio which are not described by spectral 
similarity measure. Euclidean L1 Norm has been used as the 
similarity measure  

E. Spectral Pattern 

Spectral Pattern [11] characterizes a song's timbre via 
modeling those frequency components that are simultaneously 
active. It is a block level feature. Euclidean L1 Norm has been 
used as the similarity measure  

IV. DISTANCE MEASURES 

We have used Euclidean Norms of vector representations 
and Jensen-Shannon Divergence for multivariate Gaussian 
representation. 

A. Euclidean L1 Norm  

It measures sum of the absolute distances in each dimension in 

feature space, also known as Manhattan Norm. 

 

B. Euclidean L2 Norm  

It is the length of line segment connecting two points in 

feature space. 

 

C. Jensen – Shannon Divergence 

Is used to estimate the similarity between two Gaussians, is 
based on the Kullback-Leibler Divergence. We have used left-
type Kullback-Leibler Centroid [12] of the two Gaussian 
distributions as an approximation. 

 

These are used to approximate the Centroid and the final 
Jensen Shannon divergence is computed using 

 



V. ENSEMBLE 

All the individual models of similarity are built and then a 
linear combination [1] of these is tuned to maximize k-NN 
genre classification accuracy [13] at k = {1, 5, 10, 50, 100} and 
minimize variance using n-fold cross validation [14] where n = 
{5, 10} on the following data sets –  

 GTZAN Genre Collection [15] 

 A Benchmark Dataset for Audio Classification 
and Clustering [16] 

 Custom data set of personal music collection 

We shortlisted top 5 weight combinations for each of the 
datasets and then took the average of the weights. Following 
are the final contributing models and their respective weights. 

Feature Similarity 
Metric 

Weight 

MFCC Single Vector L2 Norm 0.130434783 

MFCC Multivariate Gaussian  Jensen-Shannon 
Divergence 

0.347826087 

Statistical Spectrum Descriptor L1 Norm 0.086956522 

Fluctuation Pattern L1 Norm 0.260869565 

Spectral Pattern L1 Norm 0.173913043 

 

VI. CONCLUSION 

We manually looked for the optimal weights combination 
for each datasets (due to lack to time and resources) probably 
leading to the arrival at the local optima. This can be improved 
upon. The ensemble however was stable and performed as 
expected across all the three data sets. 
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