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ABSTRACT

Using one type of feature for classifier learning may be
inadequate to achieve optimal results. In this submission,
the confidence-based late fusion is proposed to combine
the acoustic and visual features for music genre classifica-
tion. The experimental results indicated that the proposed
method achieved an accuracy improvement of 7.32% and
6.68% respectively for mixed popular genre classification
and Latin music genre classification, demonstrating the ef-
fectiveness of our approach.

1. INTRODUCTION

A key factor in genre classification is the use of effective
features for classification. Using one type of feature for
classifier learning may be inadequate to achieve optimal re-
sults. In the literature, acoustic [1] and visual features [4,5]
are effective features for music genre classification. Be-
cause acoustic features are based on spectral analysis and
visual features are based on time-frequency analysis, com-
bining both types of feature may benefit music genre clas-
sification. In this submission, GSV (Gaussian super vec-
tor) [1, 3, 5] is applied as our acoustic features and MLVFs
(multi-level visual features) are applied as our visual fea-
tures. However, combining acoustic and visual features
has rarely been attempted (only the early fusion approach
was applied [5]). Therefore, a confidence-based late fu-
sion approach is proposed to combine the decisions made
by two individual classifiers (based on acoustic and visual
features, respectively) to achieve the final prediction.

2. PROPOSED CONFIDENCE-BASED LATE
FUSION

For late fusion, the fusion is performed after classification.
To perform the proposed confidence-based late fusion, two
quantities from SVMs are measured. Figure 1 shows the
flowchart of this process. The prediction of the multiclass
SVM is based on the one-against-one approach. If the
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predicted classes of the two multiclass SVMs, ωGSV and
ωMLV F , are different, then the confidence measures of the
pair of the binary-class SVMs (corresponding to classes
{ωGSV , ωMLV F }), cGSV and cMLV F , are computed and
compared to complete the final prediction. In other words,
the final prediction is taken from the binary classifier with a
higher confidence measure. Because different types of fea-
ture may exhibit different discriminative powers for a given
music clip, confidence-based late fusion selects a presum-
ably more accurate prediction. Next, we describe the basic
concept of the SVM and how to compute its confidence
measure from two confidence factors.

The goal of a binary-class SVM is to identify the hy-
perplane (i.e., decision boundary) with the widest separa-
tion between two classes of training data, which can be
expressed as:

g(x) = wTx+ b =

l∑
i=1

λiyix
T
i x+ b, (1)
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Figure 1. Flowchart of the proposed confidence-based late
fusion.



where x is the feature vector of the test instance; w is a
normal vector; b is the bias term in the hyperplane; xi is
a d-dimensional feature vector of training instances; yi is
the label (ground truth) of xi, which is set at either 1 or
−1 to distinguish between the two classes; l is the num-
ber of music clips in the training set; λi is the Lagrange
multiplier, which can be either zero or positive. Specifi-
cally, the optimal hyperplane is the linear combination of
xi with λi > 0. These xi are support vectors, which sup-
port the maximum-margin and create the optimal hyper-
plane. Predicted class ω of test instance x is either 1 or
−1, depending on whether the sign of g(x) is positive or
negative.

To facilitate data separation, a linear mapping φwas ap-
plied to transform feature vector xi into a new space with
high dimensionality. According to the kernel trick, the in-
ner product in the high dimensional space can be expressed
as kernel function K in the original space. The optimal hy-
perplane can then be expressed as

g(x) =

l∑
i=1

λiyiφ(xi)
T
φ(x) + b

=

l∑
i=1

λiyi K(xi,x) + b.

(2)

In this submission, the widely used radial basis function
(RBF) kernel was applied.

K(xi,x) = exp

(
−‖xi − x‖2

2σ2

)
(3)

Because the corresponding linear mapping φ transforms
data to the Hilbert space (i.e., a vector space with infi-
nite dimensions) for classification, two confidence factors
in the Hilbert space were proposed.

1. Confidence factor 1: The distance between the test
instance and the hyperplane in the Hilbert space
The goal of an SVM is to identify the hyperplane
with the maximal margin between two classes of
training data. Consequently, the prediction of the
test instance is likely to be correct if the instance is
far from the hyperplane. The distance between the
test instance and the hyperplane can be expressed as

|g(x)|
‖w‖

. (4)

To allow this distance to be directly comparable,
Equation (4) was normalized by dividing it by the
half margin (the distance between support vectors
and the hyperplane in the Hilbert space). This nor-
malized distance cf1 was then used as the first con-
fidence factor:

cf1 =

|g(x)|
‖w‖
1

‖w‖
= |g(x)| (5)

When cf1 < 1, the test instance was inside the mar-
gin. When cf1 = 1, the test instance was on the
margin. When cf1 > 1, the test instance was out-
side the margin. Consequently, a greater cf1 tends
to reflect higher confidence.

2. Confidence factor 2: The distance between the test
instance and its nearest neighbor in the Hilbert
space

As demonstrated in Equation (2), a linear mapping
φ transforms data to a new space with high dimen-
sions. The relationship between training data xi and
test instance x in the new space should also be con-
sidered. The distance between φ(x) and φ(xi) in the
Hilbert space can be computed in the original space
by using the kernel trick.

‖φ(xi)− φ(x)‖2

= (φ(xi)− φ(x))T (φ(xi)− φ(x))
= 〈φ(xi), φ(xi)〉 − 2 〈φ(xi), φ(x)〉
+ 〈φ(x), φ(x)〉
= K(xi,xi)− 2K(xi,x) + K(x,x)

(6)

According to Equation (3) and Equation (6) , the sec-
ond confidence factor can be expressed as

cf2 =

min
i,with xi in class ω

{
2− 2 exp

(
−‖xi − x‖2

2σ2

)}
(7)

That is, cf2 computes the minimal distance between
φ(x) and φ(xi), where xi are the training instances
of the same class as predicted class ω. A lower
cf2 indicates a higher similarity between φ(x) and
φ(xi), and thus ω should be more convincing.

The confidence measures cGSV and cMLV F are then
defined as follows: cGSV =

cf1 (GSV )

cf2 (GSV )

cMLV F =
cf1 (MLV F )

cf2 (MLV F )

(8)

Therefore, a greater cf1 and a smaller cf2 lead to a
higher confidence. The final decision can be deter-
mined according to

Apply ωGSV (ωMLV F ) if cGSV > (≤)βcMLV F (9)

where β represents the weighting for adjusting the
importance of cGSV and cMLV F . When cGSV was
larger than βcMLV F , ωGSV was applied as the final
decision. Otherwise, ωMLV F was applied. In this
submission, β was temporarily set to 1. The well-
known SVM tool, LIBSVM [2], with a RBF kernel
was applied as the classifier.



Method Task Accuracy
Our 2013 submissiona Mixed popular genre classification 76.23%
Our 2014 submissionb Mixed popular genre classification 83.55%
Our 2013 submissiona Latin genre classification 71.96%
Our 2014 submissionb Latin genre classification 78.64%

Table 1. Performance comparison for early fusion and confidence-based late
fusion.
a GSV+MLVFs with early fusion.
b GSV+MLVFs with confidence-based late fusion.
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Figure 2. MIREX 2014 Contest Results. Our submission
name is WJ2.

3. EXPERIMENTAL RESULTS

Table 1 presents the performance comparison for early fu-
sion and confidence-based late fusion. 1 As can be seen,
experimental results indicates that the proposed method
achieved an accuracy improvement of 7.32% and 6.68%
respectively for mixed popular genre classification and
Latin music genre classification. Figure 2 shows that
our approaches achieved the highest accuracy rates for
mixed popular genre classification, Latin genre classifi-
cation, and K-Pop genre classification(by American an-
notators) in MIREX 2014. This indicates the proposed
confidence-based late fusion approach can successfully
combine both acoustic and visual features. Because both
spectral and time-frequency aspects were utilized, consid-
erably increasing the discriminating power of the features.
This is vital to the success of music genre classification.

4. CONCLUSION

In this submission, the proposed confidence-based late fu-
sion can effectively utilize both acoustic and visual fea-
tures. The superior performance indicates the feasibility
and robustness of our approaches. Because the proposed
confidence-based late fusion is a generic scheme for com-
bining multiple decisions from SVM classifiers using dif-
ferent features, future studies should also explore the pos-
sibility of applying the proposed fusion method to other
machine learning tasks.
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