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ABSTRACT 

The submission intends to classify the music pop genre. 

The features are extracted from spectral pattern, delta 

spectral pattern, spectral contrast, correlation pattern, beat 

spectrogram, logarithmic fluctuation pattern, audio tex-

ture and beat-level texture. A one versus one support vec-

tor machine (SVM) is used as classifier and the principal 

component analysis (PCA) is applied to reduce the com-

putational complexity. 

1. INTRODUCTION 

We propose several novel features for genre classifica-

tion, instead of traditional acoustic features, the task ex-

tracts image texture features and adds rhythm pattern fea-

tures. A new dataset Pandora is built for experiment, 

which reach an accuracy rate of 67%. 

2. FEATURE EXTRACTION 

The submission uses several timber features: spectral pat-

tern, delta spectral pattern, spectral contrast pattern; 

rhythm pattern features: logarithmic fluctuation pattern, 

correlation pattern; beat-level features: texture, beat-level 

texture and beat spectrogram. 

The task first take STFT with the sampling rate 22050Hz, 

window size of 2048, hop size of 512. Later the spectro-

gram is transferred into cent-spectrogram, as a method 

for human perception. Block-level features is adopted in 

the submission. The block size is obtained by optimiza-

tion. A final step of summarization is applied to all the 

block-level features into a single song-level feature for 

each song. All features are concatenated in a single fea-

ture vector for each song. 

3. CLASSIFICATION 

The task use libsvm toolbox built in Matlab, a one versus 

one SVM is used to classify the genre. All feature vectors 

are concatenated in a matrix, before classification, a nor-

malization and rescale step is taken. For accuracy concern, 

the feature is normalized by subtract local-mean value in 

advance in the feature extraction step. We also use PCA 

as the method to reduce computational complexity and 

time cost. In the submission, PCA is used in two way, one 

is used for each feature dimension reduction and the other 

way is using PCA after all feature extraction.  
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