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ABSTRACT 

Music genre classification is an interesting and challeng-
ing task in the field of music information retrieval. And 
feature extraction is significantly crucial for this task. In 
this paper, we not only use the traditional MFCCs, but 
also use Logarithmic Fluctuation Pattern (LFP) in the 
Mel-domain and MFCCs extracted from percussive de-
tection. Based on these features, we then employ SVM to 
do the final classification task. Experimental results 
shows that it will increase the accuracy by more than 8% 
compared with only using MFCCs.  

1. INTRODUCTION 

There has been lots of research on music genre classifica-
tion over decades. Classical method is to extract some 
spectral features and train classifiers to make decision. 
Noticed that rhythm matters a lot for music genre, fea-
tures that can represent the rhythm information are suita-
ble for this particular task. LFP can represent the rhyth-
mic structure of a song proposed by [1]. Also, percussive 
information determines the rhythm for some songs in 
some sense. Therefore percussive detection can help in-
spired by [2]. Final we employ SVM to perform the final 
classification.  

2. FEATURE EXTRACTION 

The first feature we use is traditional 20-dimonsion 
MFCCs. MFCCs is demonstrated to be really useful in 
many music and speech applications. Secondly, we ex-
tract LFP based on the cent-scaled magnitude spectrum 
in the block level: Resampling the input wav to 22050 
Hz, applying STFT using a window size of 1024 samples, 
a hop size of 512 samples. Then mapping the magnitude 
spectrum onto the logarithmic Cent scale. And we use a 
block size of 128 and a hop size of 32 to extract LFP. 
Finally inspired by [2] who extracted MFCCs based on 
rhythm domain. We extracted 20-dimonsion MFCCs 
(MFCCs_percussive) from the results of percussive de-
tection, which we hope to represent the some kind of 

fluctuation pattern of percussive information. Since both 
MFCCs and MFCCs_percussive are frame-based fea-
tures, and LPF is block-based feature. To combine these 
features, we use the same block as LFP to pool the 
MFCCs and MFCCs_percussive. We calculated mean 
and standard deviation within the pooling windows. And 
standard deviations of the first derivative as well as the 
second derivative of pooling windows are also computed.  

3. MODEL 

3.1 SVMs 

Supported Vector Machines (SVMs) is a really powerful 
classifier in many cases. Since our feature dimension is 
more than 100 and SVMs is not very sensitive to feature 
dimension, it becomes the suitable classifier for our sce-
nario.  

3.2 GMM 

Gaussian Mixture Model can provide some complemen-
tary information for SVMs for that GMM is not a discri-
minant model and only focus on each class independently. 
We use MFCCs to train 10 GMM for each class. And use 
the posterior probability of the input as a kind of high-
level features (we called it GSV inspired by [3]) com-
bined with the features above to train SVMs. 

 

 

4. CLASSIFICATION 

We use two classification scenarios. One is just use the 
combined features to train SVMs and do the prediction. 
We use the libSVM toolkit for this task. Secondly we use 
the combined features to train the first SVMs, and use the 
output probability of this SVMs as in new features to 
train a second layer SVMs, which is a stack of 2 SVMs.  



  
 

4.1 Single SVMs 

Since after pooling, all features become block level. 
Therefore each block can be represented by a feature vec-
tor, which constitutes a single training sample for SVMs. 
In the test phase, input wav is also divided into several 
blocks and each block is a single test sample for SVMs. 
And we use a simple voting mechanism to decide which 
class is the whole input song.  

4.2 Stack SVMs 

The first SVMs is trained as exactly the same way as the 
single SVMs. And we use the output probability of the 
first SVMs as the high-level features to train the second 
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