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ABSTRACT

In this submission system, we extract novel features
based on general features such as chroma-based features,
Mel Frequency Cepstrum Coefficients (MFCCs) and other
spectral features. As for classification method, we use sup-
port vector machine (SVM) as the classifier, combining the
one-vs-all classification with the two-class classification as
the strategy.

1. INTRODUCTION

In our system the same set of features is extracted for all
tasks. The feature extraction is implemented in MATLAB
and our SVM is implemented with LIBSVM [1]. The de-
tailed information of audio features set is discussed in Sec-
tion 2. Section 3 introduces the genre/mood/composer mod-
eling and classification method.

2. FEATURE EXTRACTION

2.1 Feature set

The feature set consists of the following features:

1. Harmonic Ratio (1)

2. Fundamental Frequency (1)

3. Chroma Feature [2] (12)

4. MFCCs [3] (13)

5. Short Time Energy (1)

6. Spectral Centroid (1)

7. Spectral Entropy (1)

8. Spectral Flux (1)

9. Spectral Roll Off (1)

10. Zero Cross Rate (1)

All the features are extracted in a short hamming win-
dow of around 46ms with 50% overlap. For each window,
33 dimensional features are extracted.

2.2 Statistical method

An efficient and effective method of statistics for features
of all the windows in a piece of music is to calculate the
means and variances. However, the windows of a piece
of music construct a time series and the inner-connection
between those windows cannot be revealed simply through
means and variances, we, therefore, seek a proper way to
reflect this connection in terms of time.

In this system, we build an Auto-Regressive (AR) and
Moving Average (MA) Model [5] to sort out the relation-
ship between windows in terms of time. First of all, we
analyze the features of all windows and sequence them in
the light of time. Each dimension of the features forms
an independent time series. Then, we gain new parame-
ters by modeling those time series using the AR and MA
Model. These parameters, together with means and vari-
ances, form the new features, among the 165 dimensions
of which, means amount to 33 dimensions, variances 33
dimensions, AR model 33 dimensions and MA model 66
dimensions.

3. CLASSIFICATION

We used the commonly-used support vector machine (SVM)
as our classifier. To deal with the imbalance of positive and
negative training samples, we set the penalty factor accord-
ing to the proportions of both samples.

The strategies we adopt include one-vs-all (OvA) [4]
and two-class classification [6]. First, We use OvA to pre-
dict the test instance to get its the most likely Class C1 and
the second possible Class C2 initially. If the probability of
Class C1 is significantly higher than that of Class C2, then
the result of classification is C1. While if the difference
between the probabilities of Class C1 and C2 is not signifi-
cant, we will use two-class classification and further judge
the class of test instances according to the results of both
OvA and two-class classification.

4. SUBMISSIONS

Three submissions are as follows:
Submission 1 uses total 165 dimensional features and

one-vs-all classification.
Submission 2 uses total 165 dimensional features and

the strategy combining one-vs-all classification with two-
class classification.

Submission 3 uses 66 dimensional features of means
and variances, and one-vs-all classification as the baseline.
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