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ABSTRACT 

This submission is a music identification system using 

fingerprinting technology. The feature extraction is based 

on the Philips audio fingerprint [1] method, additionally 

we introduce MASK features as described in [2] to in-

crease the robustness of the system. In the retrieval pro-

cess, frame skip is used to increase the searching speed.  

1. SYSTEM DESCRIPTION 

The audio fingerprinting system consists of two parts: 

first a hash table is built as database using the training set 

which usually contains different style of music. After the 

database is built, the searching part search the fingerprints 

extracted from the query audio to see if there is a matched 

one in the database. Figure 1 shows the framework of the 

system. 
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 Figure 1. Audio Fingerprint System. 

1.1 Feature Extraction 

The Philips audio fingerprint has been used for years and 

the power difference feature has been proven very robust 

to many kinds of noise. So the submission uses the 

Philips fingerprint to represents audio signal. The input 

audio signal is firstly down sampled to 5kHz. Then a 

Hanning window is used to segment the signal into 

frames. After that Fourier Transform is performed to each 

frame to transform the signal from time domain to the 

frequency domain. This spectrum is then grouped into 33 

bands that are logarithmically spaced from 300 Hz to 

2000 Hz. Finally a fingerprint for each frame is a 32-bit 

number encoded by the power difference along the fre-

quency axis and time axis as defined below: 
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Where F(n, m) means the m-th bit of frame n and E(n, m) 

represents the energy of the band m of frame n. 

Instead of using fixed frame length of 0.37 seconds and 

frame step of 11.6 milliseconds. Our system has two con-

figuration options “DNAFrameSampleNum” and 

“DNAFrameStepSampleNum” to control the frame 

length and the frame step more flexible. The 

“DNAFrameSampleNum” option controls the sample 

number within one frame while the “DNAFrame-

StepSampleNum” controls the sample points number of 

the step between two adjacent frames. 

1.2 Mask Feature 

The mask feature is computed based on the Philips fin-

gerprint. The bits encoded from the frequency spectrum 

where the power differences are close to zero are most 

vulnerable to external noise. So after the power differ-

ences are calculated, they are ranked from 1 to 32 by the 

absolute value. 1 denotes the least reliable bit as it is most 

easily corrupted by noise while 32 means the bit is most 

robustness to noise. There is a configuration option 

“MinLevel” in the submission system which is used to set 

the threshold of the bits’ reliability. That is, the smallest 

MinLevel bits are unreliable. So the mask feature is also a 

32-bit number and each bit represents the reliability of the 

corresponding bit of the fingerprint as defined below: 
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where MF(n, m) is the m-th bit of the n-th frame. Then 

in the matching process different weight is implied to the 

fingerprint bits according to the mask feature. 

1.3 Matching 

Assuming Q and R are two fingerprint blocks that de-

rived from a query and a reference signal respectively, 

and M is the mask feature extracted from the reference 

signal. The bit error rate (BER) between Q and R is cal-

culated as below: 
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where N represents the total frames, RB is the number 

of reliable bits, a and b are the penalty weights given to 

the reliable bits and unreliable bits. a/b is greater than 1 

as the reliable bits is more noise resistant and if a mis-

match happens at a reliable bit, it is more likely that the 

reference is not match to the query, s is the frame skip 

step, in order to speed up the matching process, the com-

parison between Q and R occurs  every s frames. 

2. CONFIGURATION 

We provide several configuration options for users to 

control the audio fingerprint system. The “MinLevel” 

controls the threshold of the mask feature as described in 

1.2. The “AcceptThres” option controls the threshold of 

the accept BER, it is limited 0-0.4 as larger “AcceptThres” 

may increase the false positive rate. “TopN” controls the 

number of music selected from the database. 

“DNAFrameSampleNum” and “DNAFrameStepSample-

Num” control the frame length and the frame step in the 

framing process. If the query segment is very short such 

as less than one second, then we can choose smaller 

“DNAFrameSampleNum” and “DNAFrameStepSample-

Num” to generate enough frames. 
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