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ABSTRACT

In this submission we use the hybrid RNN-HMM model
[13] to identify the downbeat positions within an audio sig-
nal. First, two feature streams are extracted: A spectral
flux with 45 logarithmically spaced frequency bins, and
the 12 bin CLP chroma feature [16]. These audio features
are synchronized to the beat, which is extracted by a beat
trackler [3, 15]. The beat-synchronized features are then
fed into two parallel RNNs, which output a probability that
indicates wether a beat is a downbeat or not. This output
activation is then further post processed with an HMM that
finally yields the most probable downbeat-beat sequence.

1. MODEL DESCRIPTION

The model structure is identical to the one published in
[13]. Please see the paper for further details.

2. SUBMISSIONS

We submitted two versions of the model (KB1 and KB2).
The two submissions use the same number of parameters,
but differ in the data they were trained on. The used train-
ing sets for each submission are listed in Table 2. Note that
we train the beat tracking RNN separately from the down-
beat tracking RNN. As training the beat tracking RNN takes
approximately one week, we trained it with only two con-
figurations.
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