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ABSTRACT

This abstract outlines the submissions made for the drum
transcription MIREX 2017 task.

1. SUBMISSIONS

The three submissions all follow the same automatic drum
transcription (ADT) system outlined used in [2,3]. All sys-
tems are trained using the Adam optimizer with an initial
learning rate of 0.003. 75% of training tracks are used in
mini-batches, consisting of ten 100-frame segments, and
the other 25% are used for optimisation of the peak-picking
parameters. An open source web based version of the sys-
tems is available (ADTWeb) [1] as well as a python li-
brary. !

1.1 CS1

CS1 is based on the SA system from [3]. The output layer
is connected to a time-step hidden layers on either side of
the current frame (a=3). Target activation functions used
in training are created by setting a single frame to 1 (Y'!=1)
for each onset and the mean threshold (MT) peak-picking
technique is used.

1.2 CS2

CS2 follows the same system design as CS1, however tar-
get activation functions used in training are created by set-
ting a total of three frames to 1 (Y*~1**1=1) for each on-
set.

1.3 CS3

CS3 follows the same system design as CS2, however
there is a 50% chance of data augmentation occurring in
each mini-batch before training. The data is augmented by
means of pitch shifting and the addition of white noise.

2. RESULTS

Table 1 presents the results achieved by the submissions
for both the public and evaluation subsets. The CS2 sys-
tem demonstrates the best overall performance of the three
submissions and the best in the whole evaluation for the
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Table 1. Public and evaluation set results from the three
submissions. Bold represents the highest performance in
the whole evaluation.

System Global IDMT KT Gen MDB

RBMA

Public (Training) Set

CSl1 0.71 0.68 068 0.70 0.76  0.68
CS2 0.77 0.77 0.77 0.78 0.81 0.72
CS3 0.71 0.71 071 0.71 0.78  0.64

Evaluation (Test) Set

CSl1 0.61 0.51 0.53 0.68 0.68 0.66
CS2 0.63 0.51 056 0.69 074 0.66
CS3 0.63 0.52 055 072 072  0.64

MDB Drums dataset. The results also suggest that the sys-
tems may have overfit, possibly due to the lack of training
data, which is an open problem in ADT research [4].
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