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1. INTRODUCTION

This submission uses the recently developed technique in
[7], which fuses beat-synchronous blocked HPCP, MFCC,
and MFCC SSM features at the cross-similarity level be-
fore local alignment between every pair of songs, in addi-
tion to fusing features after all pairwise scores have been
computed with each individual feature set. Please refer
to [7] for more details.

2. IMPLEMENTATION DETAILS

Since the technique in [7] relies on synchronizing features
to the beat, it must address the tendency of beat trackers
to return arbitrary metrical levels which, in the case of
4/4, for instance, may return beat intervals which are dou-
bles or halves of each other between two cover songs (the
so-called “octave problem”). To mitigate this, [7] com-
pares features computed with a dynamic programming beat
tracker [3] biased at 3 different levels, which blows up
the computation by a factor of 9, which is infeasible on
larger datasets. To make this technique fast enough to meet
the time constraints of MIREX, we instead use a state of
the art beat tracker from [6] implemented with the Mad-
mom library [1] to return a single beat level for each song.
This beat tracker is based on trained recurrent neural net-
works [2] to create beat activation functions, followed by
a dynamic Bayes network to extract beat positions [5], the
combination of which is specifically designed to deal with
the octave problem inherent in many beat trackers.

3. RESULTS ON BENCHMARK DATASETS

Since we are only using one set of beats for each song in-
stead of taking the best match over many different beats,
we expect to take a performance hit over [7]. However,
since [6] is a high quality beat tracker, the performance is
still reasonable in our experiments. In particular, Table 1
shows the results on the covers 80 dataset [4], and Table 2
shows the results on the covers 1000 dataset [7]. For ref-
erence, the best scores (late fusion) from [7] using all beat
levels are shown. Fortunately, the late fusion is still quite
good on both datasets, even with the performance hit due
to using only one beat level.

Table 1. Results on the Covers 80 dataset
MR MRR Top1 Top10 ../80

MFCCs 31.5125 0.531269 79 93 41/80
SSMs 24.15 0.578772 87 102 45/80
Chromas 24.9 0.616607 93 107 46/80
SNF 18.3625 0.745443 115 130 59/80
Late 16.1938 0.762246 117 129 61/80
[7] Late 7.59 0.873 136 144 69/80

Table 2. Results on the Covers 1000 dataset
MR MRR Top1 Top10

MFCCs 112.241 0.549329 523 633
SSMs 92.68 0.572648 533 694
Chromas 64.195 0.686407 653 793
SNF 54.588 0.751717 720 835
Late 38.262 0.82227 803 878
[7] Late 14 0.904 884 950
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