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ABSTRACT

This extended abstract describes the algorithms submitted
for the 2017 MIREX drum transcription task. The imple-
mented algorithms are included in the current version of
the madmom 1 library [1].

1. SUBMISSION

A detailed description of the submitted systems can be
found in [2]. For the implementation within the mad-
mom framework some minor modifications were imple-
mented which will be described briefly in the following
paragraphs.

The RV1 submission consists of a convolutional recur-
rent neural network (CRNN). It is built using convolutional
input layers followed by recurrent layers with GRU nodes.
Compared to [2] we do not use a first order difference spec-
trogram as additional input features, since the CNN layers
can cover this step if necessary. Additionally, only a fre-
quency range from 30 to 15,000 Hz is used resulting in an
input vector of length 79. This reduces the model size and
enables the use of valid convolutions which simplifies the
implementation in madmom.

RV2 is a convolutional neural network (CNN) consist-
ing of the same convolutional building blocks as the CRNN
but followed by dense layers instead of the recurrent lay-
ers used in the CRNN. The same input features as for the
CRNN are used.

For the RV3 submission, the large BDRNN network
from [2] was used without modifications.

RV4 is an ensemble model using all three network mod-
els’ outputs and averaging them before peak picking.

2. TRAINING

All models are trained the same way as described in [2].
A four-split cross-validation training on the four subsets
of the public training data (2005, MEDLEY, RBMA, and
GEN) was performed, resulting in four sub-models for

1 https://github.com/CPJKU/madmom
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MX’05 RV1 RV2 RV3 RV4
overall 0.67 0.71 0.67 0.68 0.70
IDMT 0.75 0.66 0.66 0.62 0.66
KT 0.61 0.65 0.63 0.62 0.65
MEDLEY - 0.73 0.66 0.69 0.70
RBMA - 0.72 0.70 0.69 0.72
GEN - 0.78 0.70 0.76 0.76

Table 1. F-measure results for the evaluated models on the
individual data sets of the MIREX’17 drum transcription
task as well as mean overall performance (first row).

each network. These models are then combined using an
averaging ensemble model for the final submission.

3. RESULTS

Table 1 shows the f-measure results for the overall eval-
uation as well as the individual data sets. Task winning
results are printed in bold letters. The RV1 system showed
the overall best mean f-measure performance. RV4, RV3,
and RV2 made second, third, and fourth place respectively.
The full result table can be found on the results page of the
task on the MIREX’17 website 2 .
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