
DO USER PREFERENCE DATA BENEFIT MUSIC GENRE
CLASSIFICATION TASKS?

Ke Chen Beici Liang
QQ Music BU, Tencent Music Entertainment

knutchen@ucsd.edu, beiciliang@tencent.com

ABSTRACT

Using a massive amount of user interaction data with mu-
sic tracks, we obtain a music embedding characterized by
user preference and audio content. In this paper, we pro-
pose a transfer learning approach to find out if these music
embeddings can benefit music genre classification tasks.
Features from two pre-trained models (musicnn and our
model) are extracted and decomposed via Principal Com-
ponent Analysis (PCA. Then in the target task, a Support
Vector Machine (SVM) is trained to classify the features
into genres. Experiment was conducted using GTZAN and
FMA-small datasets. Experimental results not only show
that user preference data can benefit genre classification,
but also affirm the universally applicable value of our mu-
sic embeddings.

1. INTRODUCTION

Music genre classification is a widely-practical task in the
music information retrieval (MIR) area. This can been
done by a variety of data-driven methods using raw wave-
form [1] or time-frequency representation [2] of the audio
data. To efficiently obtain a genre classifier, we adopted
transfer learning technique to train a SVM classifier us-
ing features extracted from pre-trained models. One kind
of feature is from the musicnn model which was trained
for auto-tagging tasks [2]. The other is from our proposed
music embedding model. This paper is focused on genre
classification task, but the use of embeddings can provide
us some insights on how to extract more general and mean-
ingful features to solve MIR problems.

2. METHOD

An overview schematic of the proposed method is shown
in Figure 1. It consists of two feature extractors and one
basic classifier. The input audio data is convert to mel-
spectrogram and sent to the extractors. After getting two
kinds of features, we concatenate them into a single feature
vector, which is then compressed into 128 dimensions by
PCA [3]. The final prediction is performed using a SVM
classifier with the radial kernel (RBF).
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Figure 1. Overview schematic of the proposed method.
The target audio is converted to mel-spectrogram, then sent
to the pre-trained musicnn model and the proposed mu-
sic embedding model to obtain features. The upper right
corner shows a simplied version of our music embedding
model structure.

The first feature extractor is musicnn. We directly use
the pre-trained model from [4] and extract features from
the max_pool layer in the musicnn network.

The second feature extractor is our proposed music em-
bedding model, which includes two parts dealing with user
and audio data respectively. As shown in the upper right
corner in Figure 1, we leverage YoutubeDNN [5] to ob-
tain the 40-dimensional user embeddings based on user
listening histories from QQ Music. In the audio part, we
use mel-spectrogram of audio data as inputs. For each
paired training samples, we feed a user-liked track and
a user-disliked track into a Siamese convolutional neural
networks with shared parameters. The final layer of the
audio-part network can output a 40-dimensional embed-
ding for each track. Then we compute the cosine similarity
between: 1) the user embedding and the liked-track em-
bedding (R+), and 2) the user embedding and the disliked-



Model Accuracy

GTZAN FMA-small
w/o music embedding 0.7653 0.5918
w/ music embedding 0.8013 0.6148

Table 1. Experimental results showing the accuracy score
in two datasets.

track embedding (R−) using the following equation:

R(U, I) =
yUT · yI
|yU | |yI |

(1)

where yU and yI denote the user embedding and the audio
embedding from our proposed music embedding model,
respectively.

In the training process, we use the metric learning tech-
nique to define a loss function like in [6]:

loss(U, I) = max[0,∆−R+ + R−] (2)

Here we only use 1 positive sample and 1 negative sample
in each data training. We set the hyper-parameter ∆ = 0.2.

3. EXPERIMENT

With our proposed method, we conducted the experiment
using two datasets: 1) GTZAN dataset with 1000 songs
in 10 balanced genres [7], and 2) FMA-small dataset with
8000 songs in 8 balanced genres [8, 9]. According to the
split in [10], we split the GTZAN dataset into 443:197:290
for training, validation and testing. In the FMA-small
dataset, we split it into 7:3 as training and testing sets.

We compared results without using the proposed music
embeddings as features (i.e., only with musicnn features),
versus with the music embeddings. The accuracy scores
are shown in Table 1. Our proposed method with the music
embeddings can improve the performance of music genre
classification task in both datasets.
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