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ABSTRACT

We present the systems that we submitted for MIREX 2020 of
Lyrics Transcription and Lyrics-to-Audio Alignment tasks. In-
stead of separating the singing vocals from mixed audios (singing
voice + musical accompaniment), we jointly train and optimize
the acoustic models directly on mixed audios using music-informed
acoustic models. The music-aware acoustic models are able to
better capture music genre-specific characteristics during the poly-
phonic acoustic model training. The trained acoustic model is
used to forced-align lyrics to audio for the lyrics alignment task.
To take advantage of the available lyrics textual resources, we in-
terpolate a general purpose language model with an in-domain
language model to improve lyrics transcription. Experimental re-
sults have shown that our methods achieve substantial improve-
ments over the prior work in both lyrics alignment and recogni-
tion.

1. INTRODUCTION

In recent years, there has been an increasing interest in lyrics-to-
audio alignment as well as lyrics transcription. These tasks have
a great potential in applications such as the automatic generation
of karaoke lyrical content, music video subtitling and query-by-
singing. In MIREX, this year, there are two simultaneous tasks
- lyrics-to-audio alignment and lyrics transcription. Lyrics-to-
audio alignment aims at automatically detecting the word bound-
aries in polyphonic music audios given the corresponding lyrics,
while the goal of lyrics transcription is to recognize the sung
lyrics from mixed music and singing vocal audios.

Knowing that background music in polyphonic audio may
interfere with the lyrics intelligibility, singing voice separation
techniques were utilized as a pre-processing strategy with lyrics
transcription techniques [2, 4, 6, 13] to remove background ac-
companiment. However, these approaches make the performance
of lyrics recognition highly dependent on the accuracy of singing
voice separation algorithms, and require additional training pro-
cedures of separation methods.

Without the usage of singing voice separation techniques, an
end-to-end system was also proposed [19] for lyrics transcription
and alignment. The system based on the Wave-U-Net architec-
ture was able to predict character probabilities directly from raw
audio, but it required a large amount of annotated training poly-
phonic music data (more than 44,000 songs along with line-level
lyrics annotations) and they are not publicly available.

In this work, we apply the standard automatic speech recog-
nition (ASR) pipeline, consisting of acoustic model, language
model, and pronunciation model for the tasks of lyrics-to-audio
alignment and lyrics transcription. Instead of suppressing the
background music, we incorporate music genre-specific informa-
tion from polyphonic audios to train acoustic models [9] using
a multimodal DALI dataset [14]. Additionally, we incorporate
duration-based lexicon modification to accommodate the pres-
ence of the long duration vowel in singing [5]. In this MIREX
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Table 1. Dataset description.

Name Content Lyrics Ground-Truth Total Duration

DALI [14] 3,913
songs

line-level boundaries,
180,034 lines 208.6 hours

Proprietary 517 songs line-level boundaries,
26,462 lines 27.0 hours

DALI-dev [8, 14] 100 songs line-level boundaries,
5,356 lines 3.9 hours

submission, we further investigate the interpolation of language
model between the in-domain lyrics and a high resource speech
corpus, which yields better performing system for the task of
lyrics transcription.

For Mirex 2020, we submit two systems - GGL1 and GGL2.
Both these systems should be used for the lyrics-to-audio align-
ment and lyrics transcription tasks. We describe their specifics in
the following sections.

2. SYSTEM DESCRIPTION

2.1 Training Dataset

As shown in Table 1, the training data for acoustic modeling con-
sist of DALI [14], that has 3,913 English polyphonic audio tracks
1 . It comprises of 180,034 line-level audio and lyrics transcrip-
tion with a total duration of 208.6 hours. System GGL2 uses only
DALI dataset for acoustic model training.

For System GGL1, along with the DALI dataset, we also use a
small proprietary dataset consisting of 517 popular English songs,
for acoustic model training. Line-level lyrics boundaries of this
dataset was obtained automatically with the help of our previous
system [9]. This dataset consists of 26,462 line-level audio and
lyrics transcription with a total duration of 27.0 hours.

We also used 100 songs from DALI dataset [8] which is not
present in its training dataset, as a development set. We fine-tune
our language model on this dev set, as discussed in Section 2.3.

2.2 Acoustic Model

The ASR system used in these experiments is trained using the
Kaldi ASR toolkit [15]. The two submitted systems differ in their
acoustic model architecture.

• GGL1: has a factorized time-delay neural network (TDNN-
F) architecture [16], and

• GGL2: has a factorized time-delay neural network (TDNN-
F) model with additional convolutional layers (2 convolu-
tional, 10 time-delay layers followed by a rank reduction
layer) [9].

Both of these acoustic models were trained according to the stan-
dard Kaldi recipe (version 5.4), where the default setting of hy-
perparameters provided in the standard recipe was used and no
hyperparameter tuning was conducted during the acoustic model
training. An augmented version of the polyphonic training data

1 There are a total of 5,358 audio tracks in DALI, where only 3,913
English audio links were accessible from Singapore.



Table 2. Comparison of lyrics alignment (mean absolute word alignment error (seconds)) and lyrics transcription (WER%) performance
with existing literature.

MIREX 2017 MIREX 2018 ICASSP 2019 Interspeech 2019 MIREX 2019 Ours
AK [12] GD [1, 2] CW [20] DS [19] CG [6] CG [7] CG [10] GGL1 GGL2 [9]

Lyrics Alignment
Mauch 9.03 11.64 4.13 0.35 6.34 1.93 0.21 0.24 0.20
Hansen 7.34 10.57 2.07 - 1.39 0.93 0.22 0.22 0.22
Jamendo - - - 0.82 - - 0.22 0.30 0.20

Lyrics Transcription
Mauch - - - 70.9 - - - 43.7 45.6
Hansen - - - - - - - 50.5 51.1
Jamendo - - - 77.8 - - - 56.7 61.2

is created by reducing (x0.9) and increasing (x1.1) the speed of
each utterance [11], which is used for the training of the acous-
tic model. The acoustic model is trained using 40-dimensional
MFCCs as acoustic features. During the training of the neural
network [17], the frame subsampling rate is set to 3 providing
an effective frame shift of 30 ms. A duration-based modified
pronunciation lexicon is employed to achieve a longer duration
vowel [5].

Genre-information was provided in the lexicon at the time of
acoustic model training for system GGL2 to capture the genre-
specific behaviours in polyphonic audios. The details are ex-
plained in the paper [9].

2.3 Language Model

For the task of lyrics transcription, we explore the impact of dif-
ferent language models. In order to better capture the linguistic
characteristics of lyrics of songs such as connecting words and
rhythmic patterns [3], we propose to use an interpolated language
model (LM) that bridges between a small in-domain sung lyrics
corpus and a large vocabulary speech corpus text for lyrics tran-
scription.

The in-domain lyrics LM is built using the lyrics corpus of the
songs in training datasets 1. The general LM is 3-gram ARPA
LM, pruned with threshold 3e-7 obtained from the open source
of LibriSpeech language models 2 . The interpolated LM is an
interpolation between lyrics LM and general LM, where the in-
terpolation weight yields the lowest perplexity on the DALI de-
velopment set (Table 1). The interpolated LM used is standard
3-grams with interpolated Kneser-Ney smoothing using SRILM
toolkit [18]. In our preliminary investigation, we found that the
interpolated LM outperforms the lyrics LM and general LM in
terms of word error rate (WER %) for lyrics transcription task.
Both the submitted systems GGL1 and GGL2 use the interpo-
lated LM for the task of lyrics transcription.

2.4 System Description

2.4.1 Task 1: Lyrics-to-Audio Alignment

Given the polyphonic song audio and the lyrics as inputs, the sys-
tem detects the word-level onset and offset boundaries. Both
our submitted systems, GGL1 and GGL2, use Viterbi forced-
alignment to align the lyrics to the audio. The two systems dif-
fer in their training data and acoustic model architecture, as dis-
cussed in the previous sections.

2.4.2 Task 2: Lyrics Transcription

Given the polyphonic song as the input, the system transcribes
the sung lyrics of the song. In free-decoding mode, both our sub-
mitted systems GGL1 and GGL2 in combination with the inter-
polated language model, generate a string of words for any given
input polyphonic song.

3. RESULTS

To assess the quality of lyrics-to-audio alignment, we calculate
the mean absolute word boundary error averaged over all songs

2 http://www.openslr.org/11/

using the Mirex evaluation toolkit [1]. To assess the quality of
lyrics transcription, we compute word error rate (WER), a stan-
dard metric of evaluation of ASR, which is the percentage of the
total number of insertions, substitutions, and deletions with re-
spect to the total number of words.

We compare the performance of our submitted systems GGL1
and GGL2 with the recent prior work (in Table 2) on three test
datasets – Hansen 3 , Mauch, and Jamendo. The test datasets were
obtained from the respective authors for our research.

System GGL2 shows alignment error of less than or equal to
220 ms across all the three test datasets, and outperforms the pre-
vious systems for lyrics alignment task. Both our systems with
the interpolated LM show considerable improvements in lyrics
transcription performance compared to previous work [19]. This
indicates that the integrated LM used in genre-informed acoustic
model is effective in improving the accuracy of lyrics transcrip-
tion in polyphonic audio. System GGL2 outperforms GGL1 by
1-4% showing that the model architecture along with increased
amount of training data can improve the transcription performance.
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